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Abstract

Black holes have many faces. Arguably, they are the most interesting objects in theoretical
physics, revealing the elusive connection between gravity and quantum mechanics. Within the
gauge/string duality they provide useful insights on strongly coupled quantum field theories
and on quantum gravity. Furthermore, probing the strong curvature regime of any grav-
ity theory, black holes carry the imprint of possible strong curvature corrections to General
Relativity. Finally, beside their unique theoretical properties, several experimental evidences
suggest that astrophysical black holes exist in nature and they are believed to be very com-
mon objects in the universe. In this dissertation we discuss several applications of linear
perturbation theory in black hole physics. As applications in theoretical physics, we study
perturbations of dilatonic black holes in Einstein-Maxwell theory and the holographic prop-
erties of the dual field theory via the Anti de Sitter/Condensed Matter duality. Furthermore
we discuss a method to compute long-lived quasinormal modes of Schwarzschild-Anti de Sit-
ter black holes and we study vortex black hole solutions in three dimensional Anti de Sitter
gravity. As applications in astrophysics, we discuss how the characteristic oscillations of black
holes in string-inspired theories of gravity can provide observable signatures of deviations from
General Relativity. We study two well-motivated effective theories: Dynamical Chern-Simons
gravity and Einstein-Dilatonic-Gauss-Bonnet gravity. We conclude by discussing the black
hole paradigm. Motivated by the lacking of a definitive answer on the existence of astrophysi-
cal black holes, we study some viable alternatives, generally called “black hole mimickers”. We
focus on two representative cases: static thin-shell gravastars and superspinars. We discuss
their stability, gravitational-wave signature and viability as astrophysical objects.
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Introduction

Physics is like sex. Sure, it may give some
practical results, but that’s not why we do it.

Richard Feynman

Once considered just as bizarre solutions of Einstein’s equations, nowadays black holes
have acquired a fundamental place in astrophysics, theoretical physics and gravity in general,
in such a way that it makes sense to define black hole physics as a wide set of different topics
generically related to black holes. Accordingly, black holes have many faces and spread their
influence in several areas of physics.

On the mathematical side, black holes emerge as solutions of field equations in General
Relativity, as well as in several extensions of it, such as low energy effective theories arising
from String Theory. They are almost unavoidably present in any relativistic theory of gravity
and they probe the high energy/strong curvature regime. On the astrophysical side, black
holes are the most compact celestial objects and they are believed to be very common in
the universe. Stellar-mass black holes are widely accepted as final stage of the evolution of
sufficiently massive stars. Supermassive black holes seem to populate the center of many
galaxies at low redshift, and could have played an important role in the Universe structure
formation. However, while electromagnetic observations have already provided us with strong
evidences for the astrophysical reality of black holes, a definitive answer on their existence
is still lacking and it will hopefully come from gravitational-wave detectors. Finally, black
holes may not only exist as astrophysical objects but, accordingly to some recent theories of
gravity at the TeV scale, higher dimensional microscopic black holes could be produced by
ultra-high energy cosmic rays in the atmosphere and might also be created in high-energy
particle collisions at the Large Hadron Collider, which has recently started collecting data.

However, the question whether black holes exist in nature, and the corresponding wealth
of information that their existence would provide, is only a partial – although of fundamental
relevance – motivation to study these objects. In fact, beside the interest in their very exis-
tence, recently black holes have been investigated as theoretical tools, which can provide useful
insights on the quantum properties of gravity, and can reveal unexpected connections between
gravity and quantum field theories. Recent theoretical developments, started with the Anti
de Sitter/Conformal Field Theory (AdS/CFT) correspondence [1], have revealed a deep and
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intimate connection between gravity in Anti de Sitter spacetime and some non-perturbative
strongly coupled regime of certain gauge theories. In this gauge/string duality, black holes
in Anti de Sitter play a fundamental role, being related to quantum field theories at finite
temperature living on the boundary of the Anti de Sitter space [2]. Within this framework
one is more interested in a phenomenological description of elusive strongly coupled field the-
ories via holography, rather than in developing realistic black hole models. Hence black holes
in Anti de Sitter space, with uncommon topologies or non-conventional couplings to matter
fields, are now considered common theoretical laboratories, where fundamental issues on our
present knowledge of gravity can be investigated [3].

Accordingly to the numerous areas of interest of black hole physics, the arguments pre-
sented in this thesis cover a wide range of different, and apparently disconnected, topics. The
trait d’union between these different topics is our approach of investigation. We discuss several
applications of black hole perturbation theory in theoretical physics and astrophysics.

Perturbation theory plays a prominent role in physics, describing the linear response of
a system to small solicitations. Arguably almost any transport phenomena in nature can be
described as a small deviation from an unperturbed system. The harmonic vibrations of a
guitar string, or a sound wave travelling into a medium, or the light wave propagation, are
all common examples which can be modeled by perturbation theory. Historically, perturba-
tion theory had its roots in the Ptolemaic astronomic system, where epicycles were used to
compute small corrections to the unperturbed motion of planets. In modern times, during
the 20th century perturbation theory had been largely developed in the context of quantum
mechanics. The Stark effect and the Zeeman effect are two of the most celebrated applications
of perturbation theory to quantum systems. However, the most astonishing outcome was de-
veloped in the context of quantum field theory, where the perturbative approach to scattering
problems is based on the celebrated Feynman diagrams.

In the context of black hole physics, the study of linear perturbations dates back to the
pioneeristic works by Regge and Wheeler [4], followed by fundamental developments by Zer-
illi [5] and Vishveshwara [6]. Black hole perturbation theory is a well-established and active
area and we cannot make justice of the huge amount of literature here, but we refer to some
excellent reviews [7, 8, 9] and to references therein.

Black hole perturbations are of fundamental relevance in several contexts. First, they
allow us to discuss the linear stability issue for black holes in General Relativity, as well as
in modified theories of gravity. Stability of gravitational systems is of great importance, as
unstable objects either do not exist in nature or indicate some drastic dynamical evolution
or phase transition. Within General Relativity in four dimensions, asymptotically flat and
static (Schwarzschild and Reissner-Nordström) or rotating (Kerr) black holes all passed this
stability test and they had been found to be stable against gravitational, electromagnetic,
scalar and fermionic perturbations. However the situation changes in higher dimensions or in
asymptotically curved spacetimes.

Furthermore, characteristic frequencies of black holes, the so-called quasinormal modes
(QNMs), play such a crucial role that they would deserve an independent discussion [9].
From the physical standpoint, black hole QNMs are complex frequencies that satisfy causally-
motivated boundary conditions: namely they describe purely ingoing waves at the event hori-
zon and purely outgoing waves at infinity. The real part of the frequency corresponds to the
oscillation frequency, whereas the imaginary part corresponds to the damping rate. From
the astrophysical standpoint QNMs dominate an exponentially decaying “ringdown” phase at

2
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intermediate times in the gravitational wave signal from a perturbed black hole [8]. They also
play an important role in the ringdown phase of gravitational systems produced by the merger
of a pair of black holes [10, 11]. Moreover QNMs can be used to infer the black hole mass and
angular momentum [12], in order to test the no-hair theorems of General Relativity [13, 14].

From a more theoretical standpoint, black hole QNMs (and black hole perturbations in
general) are holographically related to equilibrium properties, as well as transport phenomena,
of strongly coupled thermal gauge theories via the AdS/CFT correspondence or via some
more phenomenological extension of it [15]. In fact QNMs are related to poles of the retarded
correlators in the dual gauge theory, providing useful insights on the transport coefficients and
on the quasiparticle spectrum. For instance, the universality of the viscosity to entropy ratio
in strongly coupled field theories has been recently revealed within the AdS/CFT duality [16].
This result is related to the universality of black branes QNMs in the hydrodynamic limit and
it roughly agrees with experimental observations [17]. Furthermore, black holes non-trivially
coupled to scalar and electromagnetic fields have been recently studied as holographic duals
to superfluids and superconductors [18, 3]. For example, they are currently investigated as
gravitational duals to real high-temperature superconductors [19, 20], which are not adequately
explained by the standard theory of superconductivity. Further attempts of using holographic
models of perturbed black holes to approach condensed matter systems include the Fermi gas
at unitarity [21], non-Fermi liquids [22], strange metal regions of the cuprate superconductors
and the quantum Hall effect.

Finally, perturbation theory allows us to compute the signal emitted in gravitational waves
from astrophysical processes involving black holes. For instance, sun-like stars or stellar
black holes infalling into, merging, or orbiting supermassive black holes emit a characteristic
gravitational-wave signature, which will hopefully be detected by Ground-based gravitational-
wave interferometers and by future planned space-based interferometers. Thus gravitational
wave observations will incontrovertibly confirm or disprove our belief that ultracompact astro-
physical objects possess an event horizon and are rotating black holes indeed [23]. A few years
ago, the achievement of design sensitivity of the Large Interferomenter Gravitational-wave
Observatory (LIGO) [24] marked the beginning of a new era in gravitational physics, as the
advent of high-precision spectroscopy marked a new era in atomic physics during the 20th
century. In spectroscopy a precise detection of the atomic radiation had provided us with
spectacular confirmations of quantum mechanics and had drastically improved our present
knowledge of quantum mechanical systems. Likewise, black holes are the most fundamental
gravitational systems and can be regarded as “gravitational atoms”, encoding the intimate
origin of geometrodynamics. Therefore the detection of gravitational waves from black holes
and other compact objects will push forward our present knowledge of gravitational phenom-
ena to unprecedented levels. Furthermore, if the black hole picture turns out to be correct,
future gravitational wave interferometers will allow to discriminate between black holes in dif-
ferent theories of gravity, thus confirming General Relativity or signaling possible high-energy
completions of it. In fact the characteristic perturbations spectrum of an astrophysical object
can be used to discriminate between black holes in different theories, but also to discern black
holes from other ultra-compact objects [25]. This is a common approach in astrophysics: for
example properties of matter inside neutron stars can be related to the specific gravitational
signature associated to different equations of state [8].

All these applications constitute individual and active areas of research by themselves.
Accordingly, we found it useful to divide the present work into three independent parts, which

3
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are glued together by our common approach of investigation.

Part I is devoted to black holes in Anti de Sitter space and, in particular, to some appli-
cations related to black holes within the so called Anti de Sitter/Condensed Matter duality,
a phenomenological extension of the AdS/CFT correspondence. In this framework we study
phase transitions between different black hole solutions in Einstein-Maxwell dilaton gravity,
and relate these to phase transitions in a strongly coupled quantum field theory, in which a
scalar operator acquires a nonvanishing expectation value. The phase transition is related to
the inset of an instability of Reissner-Nordström black holes towards scalar perturbations. We
construct new numerical solutions describing dilatonic black branes with electric and mag-
netic charge and we describe their holographic properties using the Anti de Sitter/Condensed
Matter duality. Electromagnetic perturbations of these solutions are holographically dual to
the electrical and thermal conductivity in the boundary field theory and we find transport
phenomena reminiscent of electron motion in real materials. Next we discuss characteristic
oscillation frequencies of Schwarzschild black holes in Anti de Sitter. We develop a method
to compute these complex frequencies numerically when their characteristic timescale is large.
These long-lived modes presumably dominate the black hole response to perturbations, hence
the thermalization timescale in the dual field theory. We conclude Part I by describing exact
vortex solutions coupled to scalar fields in three-dimensional Anti de Sitter gravity.

Part II and III are devoted to more astrophysical – though purely theoretical – applications
of black hole physics. Part II deals with the study of black holes in gravity theories beyond
General Relativity and their astrophysical imprints. We focus on two of the most viable
theories which correct the Einstein-Hilbert action by adding squared curvature terms: namely
Dynamical Chern-Simons gravity [26] and Einstein-Dilatonic-Gauss-Bonnet gravity [27]. Both
these theories arise as consistent truncations of string theory at low energies and introduce
some scalar field, whose dynamics encodes modifications beyond General Relativity. We shall
discuss black holes in these alternative theories as viable astrophysical candidates. Again our
main approach is to compute the black hole response to gravitational perturbations and study
its characteristic spectrum. We also discuss the signature emitted in gravitational waves from
these objects. Such a signature can be a smoking-gun for strong curvature corrections beyond
General Relativity and gives a characteristic imprint hopefully detectable by next gravitational
wave interferometers.

In Part III we adopt a different point of view and we critically discuss the black hole
paradigm with an open-minded approach. Motivated by the lacking of a definitive answer on
the existence of astrophysical black holes, we shall discuss some other astrophysical objects,
usually called black hole mimickers. These objects can truly mimick many properties of a
black hole spacetime and they are indeed almost indistinguishable from a real black hole by
means of electromagnetic measurements. Unlike black holes, these objects do not possess an
event horizon. Thus their causal structure is intimately different from that of a black hole
and this leaves a characteristic imprints in their gravitational perturbations spectrum, even-
tually having also an impact on their linear stability. We mainly focus on two representative
candidates of black hole mimickers: static thin-shell gravastars [28] and superspinars [29]. For
the first model we numerically prove linear stability against gravitational perturbations in a
wide range of the parameter space. Then we discuss these objects as viable astrophysical
candidates, showing that their quasinormal modes spectrum is completely different from that
of a black hole. This also leaves a characteristic imprint in the gravitational waves emitted
by a point-like particle orbiting the gravastar. This configuration is a good approximation of
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a very common situation in astrophysics: a small star (M ∼ M⊙) orbiting a supermassive
(M ∼ 106M⊙) object [30]. We analyze this situation and contrast it with the analogous case
with a black hole as supermassive central object. The power radiated in gravitational waves
during the inspiral shows distinctive peaks corresponding to the excitation of the polar oscil-
lation modes and providing a very specific signature of the horizonless nature of the central
object. Finally, as for superspinars, we investigate their stability against gravitational pertur-
bations and prove that they suffer from several instabilities. We discuss the implications of
these instabilities for the Cosmic Censorship and conclude that superspinars cannot be viable
astrophysical alternatives to black holes.

Generally speaking, this dissertation gives further confirmations of the prominent role
played by black holes in modern physics. In particular, the investigation of black hole pertur-
bations provides us with fundamental insights both in theoretical physics and in astrophysics.
These modern applications were perhaps anticipated in John Archibald Wheeler’s autobiog-
raphy in 1998:

Black holes teach us that space can be crumpled like a piece of paper into an in-
finitesimal dot, that time can be extinguished like a blown-out flame, and that the
laws of physics that we regard as ’sacred’, as immutable, are anything but.

Sitting on the shoulders of giants, we still have much to learn from this lesson.
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Black holes in Anti de Sitter space





Chapter 1

Black holes and Anti de
Sitter/Condensed Matter duality

1.1 A new approach to strongly coupled field theories

Unification plays a central role in physics. Newton’s Law of Universal Gravitation, and mod-
ern astrophysics in turn, originated from the discovery that celestial and terrestrial objects
are governed by the same dynamics. More recently, Maxwell equations provided a unified
description of both electrical and magnetic phenomena. The concept of spacetime itself, i.e.
the unification of two previously unrelated concepts such as the space and the time, was one of
the major breakthroughs in Einstein’s relativity. Historically unification processes in physics
have never been mere superpositions of two previously disconnected phenomena. Indeed new
and unexpected consequences emerge from the unified description. This is the case for electro-
magnetic waves in Maxwell theory, for General Relativity as relativistic theory of spacetime
dynamics, or for the W± and Z0 bosons as natural outcomes of the electroweak theory by
Glashow, Weinberg and Salam.

So far, in this spasmodic search for unification principia, gravity has resisted all the at-
tempts to include it in a unified theory of fundamental interactions. Although a definitive
quantum theory of gravity is one of the most urgent goals in theoretical physics, nevertheless
the very idea of unification has been revisited after one of the most important conceptual
breakthroughs in theoretical physics of the late 1990s, the Anti de Sitter/Conformal Field
Theory (AdS/CFT) correspondence [1]. Loosely speaking the AdS/CFT correspondence (also
known as Maldacena conjecture) is a duality between a string theory defined in some Anti de
Sitter space and a quantum field theory without gravity defined on the conformal boundary
of this space. We will give a precise definition of the AdS/CFT correspondence in the next
section, now focusing on some of its conceptual implications.

The AdS/CFT correspondence initiated several new lines of research both into quantum
gravity and quantum field theories and nowadays it is one of the most active research areas
in theoretical physics. Remarkably the AdS/CFT correspondence is a strong/weak coupling
duality. In fact, as we briefly review in the next section, it maps the strong coupling regime
of the gauge theory into the weak coupling (small curvature) regime of the string theory and
viceversa. The duality also provides us with a new interpretation of energy scales in physics,
suggesting a complementary approach to the quest for a “theory of everything”, which should
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possibly describe physics at any energy scale. In fact, the AdS/CFT duality establishes an
equivalence between different regimes of two completely unrelated theories (even living in
different number of dimensions!) which, in this approach, are actually regarded as the same
theory as seen at different values of the coupling. Furthermore, if a quantum gravity theory
is dual to a quantum field theory – wherein no notion of gravity exists – then the question of
which is “more fundamental” is meaningless. Thus the AdS/CFT correspondence provides a
revolutionary view of the fundamental laws of nature, in which the traditional classification
of fundamental forces – hence their unification – is possibly an ill-posed question.

Despite its technicalities and its limited range of applications, the AdS/CFT correspon-
dence is often regarded as the “tip of the iceberg”: a new paradigm within which new hidden
connections between gravity and quantum field theories can be investigated. In fact Malda-
cena duality was the first and more rigorous realization of a more general holographic principle
for gravity, i.e. the idea that the number of local degrees of freedom in a gravity theory scales
with the area enclosing a volume, and not with the volume itself [31, 32]. Remarkably, this
idea originated from the black hole entropy formula [33], which is indeed proportional to the
event horizon area, rather than to the black hole volume. Maldacena’s conjecture motivates
the intriguing expectation that the relation between string theory and quantum field theories
or, more generically, the gauge/gravity duality [2] holds also when the (somehow restrictive)
hypothesis of AdS/CFT correspondence are not fulfilled. In fact, following the original exam-
ple of the AdS/CFT correspondence, many other dual theories have been discovered, including
non-supersymmetric and non-conformal theories. With the same spirit more phenomenologi-
cal realizations of the AdS/CFT correspondence are pursued vigorously. This is the case for
the so-called Anti de Sitter/Condensed Matter (AdS/CM) duality. The AdS/CM program
aims to develop effective and phenomenological models of AdS gravity, i.e. models not neces-
sarily arising from consistent string theories, and to give a dual description of real condensed
matter systems at strong coupling.

In fact, beside more fundamental and epistemological implications, condensed matter
physics provides practical motivations to investigate the gauge/string duality. First, the tradi-
tional condensed matter paradigms are based on perturbative techniques and on a description
in terms of weakly interacting quasiparticles. Nevertheless there are many strongly coupled
systems, e.g. unconventional materials with strongly correlated electrons, that challenge usual
perturbative approaches. In the AdS/CFT approach strongly coupled systems can be holo-
graphically related to classical gravity at relatively small curvatures, which is computationally
much more tractable via standard methods. In this framework the AdS/CFT correspondence
provides a unique approach to strong interactions and it will hopefully offer new insights into
some aspects of strongly coupled condensed matter. Secondly, condensed matter systems can
be engineered and investigated in detail in laboratories. Thus the AdS/CFT correspondence
offers the fascinating perspective of feasible experimental tests of gravitational theories via
their condensed matter duals. Theoretical concepts such as supersymmetries, conformal sym-
metries, couplings with scalar and non-abelian fields and so on, may have a precise description
in terms of dual field theory and their imprints will eventually be tested in condensed matter
experiments.

Finally, the correspondence also works in the opposite direction, i.e. it maps weakly
coupled quantum field theories without gravity into quantum gravity theories in their full-
fledged strong curvature regime. Although this topic is far to be well understood and is not
covered in the present dissertation, it is nevertheless intriguing that new insights on quantum
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Chapter 1. Black holes and Anti de Sitter/Condensed Matter duality

gravity may eventually come from conventional condensed matter physics.
In the next section we shall give a concise definition of the AdS/CFT correspondence,

whereas in Section 1.3 we shall discuss the prominent role of black holes and black hole pertur-
bations within this holographic framework. For comprehensive discussions on the AdS/CFT
correspondence and on holographic methods in condensed matter physics, we refer to some
excellent reviews [2, 3, 34].

1.2 AdS/CFT correspondence in a nutshell

It is due to give a somehow more precise formulation of the ideas discussed in the previ-
ous section. For this purpose, here we briefly review the first and most studied example
of gauge/string duality, involving D = 4, N = 4 Yang-Mills theory and string theory in
AdS5 × S5.

The N = 4 super Yang-Mills theory in 3 + 1 dimensions contains a gauge field, four Weyl
fermions and six scalars, all in the adjoint representation. For convenience its Lagrangian
can be obtained by dimensional reduction from the more compact Lagrangian density for a
SU(Nc) gauge field and a 16 component Majorana-Weyl spinor in D = 10 dimensions,

L =
1

2g2YM

Tr (FµνF
µν) + iTr

(

ψ̄γµDµψ
)

. (1.1)

The six real scalar fields emerge from compactification of the extra six dimensions. The Yang-
Mills coupling gYM is exactly marginal and the theory is conformal at all couplings. From the
gravity side we start by considering type IIB supergravity in D = 10 dimensions, containing
two scalar fields, two 2-form potentials, a 4-form potential and fermionic supersymmetric
partners [35]. Note that the spacetime geometry AdS5 × S5 is a solution of this supergravity
theory.

There are many arguments supporting the duality. As a first check, the symmetries of
the gauge theory, SO(4, 2) symmetry coming from conformal invariance and SO(6) symmetry
coming from rotation of the scalars arising from dimensional reduction, agree with those of
AdS5 × S5 and both theories have 32 supersymmetries. More importantly, it was shown that
all linearized supergravity states have a precise description in terms of gauge theory states [36].
Nevertheless, in this specific theory, supergravity states map to a small subset of all the gauge
theory states. This suggests that the gravity theory dual to N = 4, SU(Nc) gauge theory in
four dimensions contains IIB supergravity, but it is actually a more general theory. In fact it
was realized that the additional degrees of freedom correspond to the excited states of strings.
In this sense, string theory (and hence gravity) emerges as natural consequence of the gauge
theory. Thus a precise statement of the duality, as originally conjectured by Maldacena [1] is
the following:

N = 4 supersymmetric SU(Nc) gauge theory in four dimensions is equivalent
to type IIB string theory with AdS5 × S5 boundary conditions.

In his original argument Maldacena considered a stack of Nc D3-branes, whose coupling to
gravity is parametrized by the string coupling gs. The branes backreact with the spacetime and
the dimensionless parameter gsNc parametrizes the distortion of the metric. When gsNc ≫ 1
the backreaction dominates and the spacetime describes an extremal black three-brane, whose
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1.2 AdS/CFT correspondence in a nutshell

near-horizon geometry is AdS5×S5. In the low energy limit, and when gsNc ≫ 1, string states
near the horizon decouple. In the same low energy limit, a similar decoupling occurs when
gsNc ≪ 1 for excitations of the three-branes, which are described by U(Nc) = SU(Nc)×U(1)
gauge theory. Maldacena conjectured that the decoupled sectors of the low energy limit,
i.e. the gauge theory at small string coupling and AdS5 × S5 closed string theory at large
string coupling, can be actually regarded as the same theory as seen at different values of
the coupling. Notice that the radial coordinate of the bulk spacetime plays the role of the
energy scale in the gauge theory, with the boundary at infinity corresponding to the ultraviolet
regime. The precise relation between the parameters of these two theories reads

L = ℓsgYMN
1/4
c , (1.2)

where L is the AdS radius, ℓs is related to string tension µ by µ−1 = 2πℓ2s, the Yang-Mills
coupling gYM is related to the string coupling by g2YM = 4πgs and Nc is the number of
colors. Notice that when the ’t Hooft coupling [37] is large, g2YMNc ≫ 1, then L ≫ ℓs,
i.e. the spacetime curvature is small in string units. In the large ’t Hooft coupling limit
the gauge theory remains strongly coupled and is not describable in terms of quasiparticles.
Nevertheless its gravitational dual is the small coupling limit of the string theory, which is well
approximated by IIB supergravity (in the t’ Hooft limit quantum corrections due to graviton
loops are suppressed). Although the full quantum string theory is poorly understood, its low
energy approximations, i.e. supergravity theories, have been extensively studied and can be
controlled via classical methods. This explains the appealing strong/weak coupling nature of
the duality, mentioned in the previous section.

Finally, we mention that although a rigorous proof of the AdS/CFT equivalence is still
lacking, during the last decade the correspondence survived several non-trivial tests [2] and,
presently, there is very little doubt that the conjecture is valid. Indeed, some hold the view
that a rigorous proof, though urgent, will be rather technical and it will probably not provide
any further insights into the physical picture arising from the conjecture.

1.2.1 Basic AdS/CFT dictionary and recipes

A more detailed discussion on the AdS/CFT correspondence is beyond the scope of the present
dissertation. However, for later convenience, it is useful to give the prescription for the bulk
partition function and for correlation functions of boundary operators in the gauge theory [1,
38, 36]. According to the gravity/gauge duality, the boundary value φ0 of a bulk field Φ is
identified with a source that couples to a gauge invariant boundary operator OΦ. The on-shell
bulk partition function is related to the generating functional of the gauge theory correlation
functions via

Zstring ≃ ZSUGRA[φ0] =

∫

Φ∼φ0

DΦ e−S[Φ] ≡ ZQFT[φ0] = 〈ei
∫

∂AdS dD−1xφ0OΦ〉QFT , (1.3)

where Zstring and ZSUGRA are the D-dimensional string and supergravity partition functions,
S is the supergravity action, ∂AdS is the boundary of the asymptotically AdS space in D− 1
dimensions and 〈·〉QFT is the expectation value of a given quantity over the quantum field the-
ory path integral. In the Eq. (1.3), ≃ stands for the semiclassical (low-energy) approximation
and ≡ means that field theory correlators can be effectively computed by differentiating the
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Chapter 1. Black holes and Anti de Sitter/Condensed Matter duality

on-shell supergravity action So.s. as follows

〈O(x)〉 =
δSo.s.
δφ0(x)

∣

∣

∣

∣

φ0=0

, (1.4)

〈O(x1)...O(xn)〉 = (−1)n+1 δnSo.s.
δφ0(x1)...δφ0(xn)

∣

∣

∣

∣

φ0=0

. (1.5)

Schematically, the correspondence is illustrated in Table 1.1, where we also list some entries
of the AdS/CFT dictionary which will be discussed in the next sections.

Table 1.1: Schematic AdS/CFT dictionary. See Ref. [39] and Section 1.3 for details.

Gravitational bulk Boundary gauge theory

dynamical field Φ ! gauge invariant operator O

graviton gab ! stress-energy tensor T µν

Maxwell field Aa ! global current Jµ

scalar field φ ! scalar operator OS

fermionic field Ψ ! fermionic operator OF

gauged symmetry ! global symmetry

AdS black hole ! thermal quantum field theory
black hole quasinormal modes ! poles of retarded correlators

1.3 Holographic properties of AdS black holes

Black holes reveal the intimate connection between gravity, quantum mechanics and statistical
mechanics. This connection is encoded in the laws of black hole thermodynamics [33]. The
Hawking temperature of a Schwarzschild black hole in physical units reads

TH =
~c3

8πGkbM
, (1.6)

whereM is the black hole mass and the formula above contains most of the fundamental phys-
ical constants: the Planck constant ~, the speed of light c, Newton constant G and Boltzmann
constant kb. These constants govern the quantum, gravitational and thermodynamical realms,
respectively. Thus it is clear that black holes can help in understanding the overlapping region
of these theories and must play a prominent role in the framework of quantum gravity.

Black hole thermodynamics has a natural interpretation within the AdS/CFT duality.
The gauge theory described in the previous section, whose holographic dual is asymptotically
AdS5 × S5, is a quantum field theory at zero temperature. However in several situation we
wish to describe quantum field theories at finite temperature. This is the case in Big Bang
cosmology for the quantum chromodynamics phase transition at T ∼ 200 MeV, where a hot gas
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1.3 Holographic properties of AdS black holes

of quarks and gluons, the so-called quark-gluon plasma, turned into a gas of hadrons. Recent
experiments at the Relativistic Heavy Ion Collider (RHIC) aim to reproduce those extreme
primordial conditions and to supply further confirmations for the quark-gluon plasma.

Temperature introduces an energy scale T which breaks the conformal invariance. Among
other reasons, this makes finite-temperature field theories difficult to compute with standard
field theory techniques, even at weak coupling. Thus it is remarkable that a holographic
description of strongly coupled gauge theories at finite temperature is not essentially more
intricate than that of zero temperature theory: it only involves classical bulk field dynamics
in curved spacetime. It is then natural to consider black holes in the bulk and to associate
the Hawking temperature to the temperature of the boundary field theory at equilibrium.
Equivalently, a black hole can be regarded as the gravitational dual to a hot gas of gauge
bosons, scalars and fermions, which are the degrees of freedom of the gauge theory. We shall
now discuss this issue in some more detail.

Following the framework discussed in the previous section we consider a Schwarzschild
black hole in AdS5 spacetime, whose metric reads (hereafter we use Planck units, c = G =
~ = kb = 1)

ds2 = −f(r)dt2 + f(r)−1dr2 + r2dΩ3 , f(r) = ds2 = 1− r20
r2

+
r2

L2
, (1.7)

where dΩ3 is the angular line element, L is the AdS radius and r0 is a parameter related to
the black hole mass. The Hawking temperature of this black hole reads

TH =
L2 + 2r2H
2πrHL2

, (1.8)

where the horizon radius rH is defined as the largest root of f(rH) = 0. For large (rH ≫ L)
AdS black holes TH ∼ rH/L

2, whereas for large Schwarzschild black holes in asymptotically
flat spacetime Eq. (1.6) gives TH ∼ 1/rH .

Furthermore the entropy of a black hole is remarkably proportional to its area, A, rather
than to its volume, as one could expect [33]. This remarkable behavior had inspired ’t Hooft’s
holographic principle [31, 32]. The entropy of the Schwarzschild-AdS5 black hole reads

SBH =
A

4
∼ r3HL

5

g2sℓ
8
s

∼ T 3
HL

11

g2sℓ
8
s

∼ NcT
3
HL

3 , (1.9)

where we have used Eq. (1.2) in the last step. Remarkably, the entropy SBH, computed in a
purely gravitational framework, agrees with the field theory entropy SYM at weak coupling.
In fact in this regime we have order N2

c degrees of freedom on a three sphere of radius L at
temperature TH and by simple dimensional analysis we expect

SYM =∼ NcT
3
HL

3 . (1.10)

The correspondence between black holes and thermal gauge theories include also dynami-
cal aspects. One of the most relevant examples is the holographic description of the celebrated
Hawking-Page transition for black holes in AdS [40]. Below a critical temperature T ∼ 1/L,
Schwarzschild-AdS black holes undergo a phase transition toward a (energetically favored)
gas of particle in AdS. In the gauge field side, N = 4 gauge theory on S3 has an analog con-
finement/deconfinement transition [36]. Other recent developments of the black hole/thermal
gauge theory duality are reviewed below.
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Chapter 1. Black holes and Anti de Sitter/Condensed Matter duality

1.3.1 Black hole quasinormal modes and AdS/CFT correspondence

Being dual to strongly coupled gauge theories at finite temperature, black holes in AdS have
a fundamental role in the gauge/gravity duality and they are widely investigated as theoret-
ical laboratories, where our present understanding of the holographic correspondence can be
challenged. At the very least, the study of AdS black holes will provide useful theoretical
insights on strongly coupled field theories and their relation to quantum gravity. However,
as we briefly discuss in the remaining of this chapter, there is the ambitious expectation that
gravitational duals to real world condensed matter systems could be eventually discovered.

In this framework black hole characteristic oscillations play a crucial role, being holograph-
ically related to the linear response of the gauge theory at equilibrium. More precisely, black
hole quasinormal modes in the bulk are related to the poles of the retarded correlation func-
tion of the corresponding field theory operator (see Refs. [9, 15] for a review). Indeed let us
consider a small perturbation of the bulk field, Φ = Φ0+ δΦ(t, r,x). The asymptotic behavior
is given by the linearized equations of motion and by imposing purely ingoing waves at the
horizon. Typically, the Fourier transform of δΦ(t, r,x) at infinity reads

δΦ(ω, r, k) → A(ω, k)

r∆−
+

B(ω, k)
r∆+

, r → ∞ , (1.11)

where the frequency ω is the Fourier transform variable (assuming a time dependence δΦ ∼
e−iωt), whereas k = |k| is the magnitude of the momentum. In the AdS/CFT correspondence
∆− and ∆+ are related to the conformal dimension of the boundary operator OΨ and they
depend on the spin of the bulk field Φ, on its mass and on the number of spacetime dimensions.
Black hole quasinormal modes are complex frequencies satisfying a pair of causally-motivated
boundary conditions: the corresponding eigenfunctions describe purely ingoing waves at the
horizon and purely outgoing waves at infinity (a more detailed discussion on black hole quasi-
normal modes in AdS is given in Chapter 4). In Eq. (1.11), quasinormal modes are solutions
of A(ωQNM, k) = 0. On the gauge theory side, the retarded Green’s function of the operator
OΨ, computed by applying the AdS/CFT prescription, reads [41]

GR(ω, k) ∼ B(ω, k)
A(ω, k)

+ contact terms , (1.12)

thus it is clear that the poles of the retarded correlator are exactly the quasinormal frequencies
ωQNM (see however Ref. [9] and references therein for some subtleties). Poles of thermal
correlators encode important informations about the near-equilibrium behavior of a thermal
field theory. For example they are related to transport coefficients and excitation spectra of
the boundary theory.

The rest of this chapter is devoted to briefly review some recent topics of black hole
physics within the AdS/CM duality, with special care given to the role of black hole per-
turbations. In particular in Section 1.3.2 we review the universal shear viscosity to entropy
ratio for holographic plasma [16] and in Section 1.3.3 we discuss a basic model of holographic
superconductor [42]. For completeness, we mention that fermionic perturbations of charged
black holes, which are dual to boundary fermionic operators, are currently investigated as
strongly coupled analogues of Fermi surfaces [43]. Further attempts to use holographic mod-
els of perturbed black holes to approach condensed matter systems include the Fermi gas at
unitarity [21], non-Fermi liquids [22], strange metals and the quantum Hall effect.

15
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1.3.2 Quark-gluon plasma via holography

Black holes are known to share many properties with dissipative systems (see, e.g. the black
hole membrane paradigm [44]). This also agrees with their holographic description, since
a hot gauge theory is obviously a dissipative system. It is therefore interesting to analysis
hydrodynamic quantities such as the shear viscosity. Quite remarkably, AdS/CFT calculations
of shear viscosity in strongly coupled field theories are in good numerical agreement with real
features of the quark-gluon plasma observed at the RHIC, see Ref. [17] for a review. This result
is notable because standard condensed matter computations, which are difficult to perform in
strongly coupled field systems, fail to reproduce the observed properties of the quark-gluon
plasma.

Long wavelength dynamics of quantum field theories can be described by the hydrodynamic
regime [16]. In this regime the Kubo’s formula allows to compute the shear viscosity,

η = − lim
ω→0

GR
xy,xy(ω,0)

ω
, (1.13)

from the usual retarded Green’s function for the energy momentum T µν ,

GR
xy,xy(ω,0) =

∫

dtdxeiωtθ(t)〈[Txy(t,x), Txy(0,0)]〉 , (1.14)

where θ(t) is the step function and {x, y} are the spacial (flat) directions in the boundary
theory. In the low-momentum limit, k → 0, the retarded Green’s function has a “shear” pole
at

ωS = −i η

ǫ+ P
k2 , k → 0 (1.15)

where ǫ and P are the plasma energy and pressure respectively. The Green’s function (1.14)
can be computed by applying the AdS/CFT correspondence. The correlator for Txy are
related to the fluctuations δgxy of the background metric. In the small frequency and small
momentum limit the perturbation equation for δgxy on a black brane background can be solved
analytically [45] and the shear viscosity can be extracted from the form of shear mode (1.15).
The famous result is written in term of shear viscosity to entropy density ratio as

η

s
=

1

4π
+O

[

(

g2YMNc

)−3/2
]

, g2YMNc ≫ 1 (1.16)

where s = S/V is the entropy density and S is the black brane entropy, analog to (1.9). The
ratio above is interesting for several reasons. First, to leading order in the ’t Hooft coupling, it
is a universal result [16]. This follows directly from the relation between graviton absorption
cross section and the imaginary part of the Green’s function (1.14). Curiously, the same
ratio (1.16) has been also obtained in membrane paradigm hydrodynamics, without invoking
the holographic correspondence. Secondly, the ratio (1.16) is order one, which implies that
all quantum field theories with gravitational duals are strongly coupled. As mentioned in
Sect. 1.3.2, this is the case for quark-gluon plasma possibly created in heavy ion collisions.
Remarkably, experimental results roughly agree with the AdS/CFT value (1.16) [17].
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1.3.3 Holographic superconductors

Phase transitions are a central concept in physics. Usually they occur in the weak coupling
regime and involve quasiparticle, pair mechanisms, etc... This is the case for standard su-
perconductors, phenomenologically described by Landau-Ginzburg theory and by Bardeen,
Cooper and Schrieffer (BCS) theory at microscopic level. However unconventional materials,
such as high-temperature cuprate superconductors, are not adequately explained by BCS the-
ory. Although there is evidence that Cooper pairs still form in these materials, the pairing
mechanism is not well understood since, unlike BCS theory, strongly coupled electrons are
involved in the condensation mechanism.

Being strongly coupled theories, high-temperature superconductors are natural arenas for
the gauge/gravity duality. Indeed a gravitational dual to a strongly coupled superconductor
has been recently formulated [19] (see also Ref. [42] for a review). The main ingredient of a
superconductor is a charged operator, which acquires a non-vanishing expectation value below
a critical temperature Tc and, in the simpler case, breaks an U(1) symmetry. The underlying
field theory is usually at finite chemical potential. The holographic correspondence discussed
above suggests that, from the bulk perspective, a charged black hole develops a charged
“hair” when the Hawking temperature T < Tc. The minimal toy Lagrangian describing this
configuration is

L = R+
6

L2
− 1

4
F 2 − |∇Ψ− iqAΨ|2 −m2

∣

∣Ψ2
∣

∣ , (1.17)

which is Einstein-Maxwell gravity in Anti de Sitter with a scalar field minimally coupled
to the Maxwell potential. The charge and the mass of the scalar field are denoted by q
and m respectively. The Reissner-Nordström-AdS (AdS-RN) black hole is solution of the
equations of motion stemming from the Lagrangian above. Nevertheless, for sufficiently large
values of q and sufficiently low temperature, the AdS-RN black hole is unstable toward scalar
perturbations [46]. This can be easily understood by noting that the scalar field Ψ acquires
an effective mass

m2
eff = m2 + q2g00A2

0 , (1.18)

whose second term is negative near the horizon and contributes with a tachyonic mode, even-
tually destabilizing the scalar field. In Chapter 2, using neutral scalar fields, we shall discuss
a different mechanism to make AdS-RN black holes unstable.

As a consequence of the instability, the AdS-RN black hole develops a scalar hair, which
breaks the U(1) symmetry of the Lagrangian (1.17). In the gravitational bulk, depending
on the mass m and on the number of dimensions, the scalar field has a specific behavior at
infinity, which is holographically related to the conformal dimension of the dual operator (cf.
Eq. 1.11). The expectation value of the scalar operator as a function of the temperature shows
the typical mean-field behavior of second order phase transitions [19, 47]. This arises from the
large ’t Hoof limit, which suppresses quantum fluctuations in the gravity theory and allows
the latter to be treated semiclassically.

Furthermore, the more striking feature of a superconductor, i.e. the infinity DC con-
ductivity, naturally emerges in this holographic framework. In fact, once again transport
coefficients can be computed via the AdS/CFT correspondence by perturbing specific bulk
fields. In this case, by studying electromagnetic perturbations, one can computed the re-
tarded Green’s function. The conductivity is then easily obtained in terms of the asymptotic
behavior of the Maxwell perturbations, as explained in detail in Chapter 2 (cf. Section 2.5).
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The DC conductivity turns out to be infinite, whereas the AC conductivity shows the typical
frequency gap observed in real superconductors. Remarkably, for several holographic super-
conductor models, the gap frequency ωg/Tc ∼ 8. This value is larger than the corresponding
BCS value (ωg/Tc = 3.5) and it roughly agrees with the experimental gap observed in real
high-temperature superconductors.

Summary of subsequent chapters

Here we briefly introduce the topics that we shall explore in detail in Chapters 2, 3, 4 and
5. In Chapter 2 we shall discuss new phase transitions between charged black holes in AdS
and construct their holographic duals. In the new phase, we shall investigate scalar and elec-
tromagnetic perturbations, relating the former to the onset of the transition and the latter
to transport coefficients in the dual field theory. From the holographic perspective, we shall
discuss in detail how the condensation of a neutral scalar operator can affect transport proper-
ties, such as the electrical conductivity in the boundary theory. Some of the behaviors that we
observe in our numerical simulations are reminiscent of electron motion in real materials. For
instance the electrical AC conductivity as a function of the frequency shows a typical “Drude
peak” at small frequency and, in some cases, the resistivity as a function of the temperature
shows a non-monotonic behavior reminiscent of the celebrated Kondo effect. In Chapter 3 we
shall generalize these results to the case of dyonic black holes. Correspondingly, in the dual
field theory a magnetic field is turned on and we discuss how this affects the phase transition
and the trasport properties.

Interestingly, it turns out that, in several situations involving AdS black holes, some specific
quasinormal modes become purely real in the regime of interest [39]. The imaginary part of the
frequency for a perturbation δΨ ∼ e−iωt is related to the system response to small solicitations.
In fact characteristic perturbations whose frequency has negative imaginary part are damped,
i.e. δΨ ∼ e−t/τ , where τ = |Im(ω)|−1 is the characteristic damping time. Black holes are stable
against this class of perturbations, at least at linear level. However, a positive imaginary part
signals a perturbation which grows exponentially, δΨ ∼ et/τ . In this case τ = Im(ω)−1

is the characteristic instability timescale. After an amount of time of order τ , the small
perturbations grows in such a way that its backreaction to the metric is not negligible and it
will drastically modify the background metric beyond the linear level. Therefore a vanishing
imaginary part of the characteristic frequency signals a marginal stability of the black hole and
in turn, a dual theory which is marginally stable. This can mark the critical point of a phase
transition, which is relevant both for holographic superconductors and for dilatonic black
holes discussed in Chapters 2 and 3. In both cases AdS-RN black holes are unstable against
scalar perturbations below a critical temperature Tc. When T . Tc the imaginary part of the
characteristic frequency is small and positive, thus signaling the inset of an instability. On the
other hand, as previously mentioned, (stable) quasinormal modes close to the real axis appear
in the hydrodynamic limit of quantum field theories and they are relevant for the computation
of the shear viscosity in holographic plasma [39]. Thus characteristic frequencies approaching
the real axis (both from above and from below) are relevant in a variety of problems within
the gauge/string duality.

Due to the importance of quasi-real characteristic frequencies of AdS black holes, in Chap-
ter 4 we develop a numerical method to compute stable long-lived quasinormal modes of
Schwarzschild-AdS black holes. These are characteristic frequency whose imaginary part is
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much smaller than the real part, hence they characteristic timescale τ is large and indeed they
are expected to dominate the thermalization in the boundary field theory.

Finally in Chapter 5 we conclude this part of the thesis by discussing vortex black hole
solutions in three-dimensional AdS gravity. Due to the benefit of the three-dimensional field
equations, the coupling between AdS black holes and scalar fields can be investigated analyt-
ically. In fact we find exact solutions describing vortex-black holes coupled to scalar fields.
The vortex interpolates between two AdS3 geometries with different AdS lengths. In the
AdS/CFT language this means that these non-trivial configurations interpolate between two
bidimensional CFTs with different central charges.
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Chapter 2

Phase transitions between
Reissner-Nordström and dilatonic
black holes in 4D AdS spacetime

We study Einstein-Maxwell-dilaton gravity models in four-dimensional anti-de Sitter
(AdS) spacetime which admit the Reissner-Nordström (RN) black hole solution. We show
that below a critical temperature the AdS-RN solution becomes unstable against scalar
perturbations and the gravitational system undergoes a phase transition. We show using
numerical calculations that the new phase is a charged dilatonic black hole. Using the
AdS/CFT correspondence we discuss the phase transition in the dual field theory both
for non-vanishing temperatures and in the extremal limit. The extremal solution has a
Lifshitz scaling symmetry. We discuss the optical conductivity in the new dual phase
and find interesting behavior at low frequencies where it shows a “Drude peak”. The
resistivity varies with temperature in a non-monotonic way and displays a minimum at
low temperatures which is reminiscent of the celebrated Kondo effect.
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2.1 Introduction

The AdS/CFT correspondence [1] provides a deep connection between quantum gravity and
quantum gauge theories. When the classical gravity approximation is reliable, it also provides
efficient techniques for the computation of the thermodynamical and transport properties of
strongly interacting quantum field theories. This holographic approach has been applied both



2.1 Introduction

to gauge theories similar to QCD [16, 48] and, more recently, to condensed matter phenomena
[49, 18, 3, 50]. It relies on the identification between the black hole solutions of the bulk
theory and the thermal states of the boundary theory. Transport coefficients can be computed
at strong coupling by solving the equations governing small perturbations of the black hole
background [41].

In the attempt of developing a gravitational description for condensed matter phenomena
one is primarily interested in finding black hole solutions that can capture the salient features of
realistic many-body systems and in studying the corresponding phase diagram. The existence
and the stability properties of a given solution depend on the field content and on the couplings
of the bulk action. As an illustration of this point let us consider the simplest example,
relevant for the holographic description of systems at finite temperature and charge density.
The minimal bulk theory is in this case Einstein-Maxwell theory and the only static charged
black hole solution is the AdS-Reissner-Nordström (AdS-RN) black hole [51]. The solution
remains stable as we lower the temperature and the ground state of the system corresponds
to the extremal AdS-RN black hole. If we include in the action a charged scalar field with a
minimal coupling to the gauge field, below a critical temperature new branches of solutions
appear which are thermodynamically favored. The resulting instability of the AdS-RN black
hole provides a holographic description of a phase transition in the dual theory [52, 47, 19].
Below the critical temperature the new solution is a static charged black hole with a scalar
hair. The non-trivial profile of the scalar field corresponds to a charged condensate in the dual
theory that breaks spontaneously a global U(1) symmetry. One then expects to observe in the
new phase phenomena typical of superfluid or superconducting systems and this is confirmed
by the study of the linearized response of the hairy black hole to small perturbations [47, 19].

Most investigations considered so far only the case of scalar fields minimally coupled to the
electromagnetic field. Relatively little is known about the stability of the AdS-RN solution
in non-minimally coupled models (Einstein-Maxwell-dilaton gravity). Non-minimal couplings
of the form f(φ)F 2 between a scalar fields φ and the Maxwell tensor are very common in
supergravity and in the low-energy effective action of string theory models. In flat spacetime
charged black holes solutions of Einstein-Maxwell-dilaton gravity are well-known [53, 54, 55].
These solutions involve a non-constant scalar field and differ significantly from the RN black
hole since there is no inner horizon and the event horizon becomes singular in the extremal
limit. Examples of charged dilaton black hole solutions with AdS asymptotics are provided by
the family of four-charge black holes in N = 8 four-dimensional gauged supergravity [56]. As
shown in [57] in the extremal limit these black holes can support an isolated fermion normal
mode which signals the presence of a Fermi surface in the dual systems. Quite interestingly
the AdS-RN black hole is not a solution of dilaton gravity models with f = exp(aφ).

In this chapter we shall consider models where the coupling between the scalar field and
the kinetic term of the gauge field starts quadratically. We first investigate the stability of
the AdS-RN black hole under scalar perturbations and show that it becomes unstable below
a critical temperature. In flat space this kind of instability was studied in [58]. In [59] it was
found that the AdS-RN black hole in N = 8 four-dimensional gauged supergravity is unstable
against fluctuations involving a scalar and four gauge fields. In [60] a similar instability
was found studying scalar fluctuations around a dyonic black hole in order to compute the
momentum relaxation time scale induced by the presence of impurities.

In our models AdS-RN and dilaton black holes can coexist. Below a critical temperature
the AdS-RN solution undergoes a phase transition toward a new solution, which is a hairy
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black hole solution. Following closely the approach of [47, 19] we will construct numerically the
hairy black hole solutions. In order to clarify the behavior of the model at low temperatures
we will also study the extremal solution. The near horizon form is characterized by a Lifshitz
scaling isometry [61] and is a simple generalization of the solution found in [62].

In the new phase a neutral scalar operator acquires a non-vanishing expectation value.
The condensate modifies the transport properties of the system in an interesting way. This is
clearly illustrated by the behavior we find for the optical conductivity at small frequencies and
non-vanishing temperatures: there is a minimum and then the conductivity increases until it
reaches a value which can be much higher than the constant value at high frequencies. We
can understand this fact by rewriting the equation for the vector fluctuations as a Schrödinger
equation [63]. The non-minimal coupling between the scalar and the gauge field induces a
term in the potential that is not positive definite. A similar behavior was recently observed in
models where the Born-Infeld action of a probe brane is coupled to a geometry with a Lifshitz
scaling symmetry [22].

Another interesting feature of the new phase is the fact that the resistivity does not
increase monotonically with the temperature but displays a minimum. A similar behavior
of the resistivity is observed in metals containing magnetic impurities, an effect explained
by Kondo as resulting from the interaction between the magnetic moment of the conduction
electrons and the impurity.

The plan of this chapter is as follows. In Section 2.2 we present our model and discuss
the stability of the AdS-RN black hole against scalar perturbations, providing approximate
criteria to identify the region in parameter space where an instability is likely to occur. In
Section 2.3 we construct numerically the charged black hole solutions with a neutral scalar
hair and show that they are thermodynamically favored. In Sec. 2.4 we give the analytic form
of the near-horizon solution for the extremal and near-extremal black holes. In Section 2.5
we analyze the optical conductivity in the new phase of the dual field theory described by the
dilaton black hole. In Sec. 2.6 we present our conclusions.

2.2 Instability of AdS-RN black holes in Einstein-Maxwell-
dilaton gravity

In this chapter we consider Einstein gravity coupled to an abelian gauge field Aµ and a real
scalar field φ. The Lagrangian

L = R− f(φ)

4
F 2 − 1

2
∂µφ∂µφ− V (φ) , (2.1)

depends on the choice of two functions, a potential V (φ) and a function f(φ) that couples
the scalar to the kinetic term of the gauge field. Lagrangians of this type are common in
supergravity and in the low-energy limit of string theory models. The equations of motion
read

∇µ (f(φ)F
µν) = 0 ,

∇2φ =
dV (φ)

dφ
+
df(φ)

dφ

F 2

4
, (2.2)

Rµν −
1

2
gµνR = −f(φ)

2

(

FµρF
ρ
ν +

gµν
4
F ρσFρσ

)

+
1

2

(

∂µφ∂νφ− gµν
2
∂ρφ∂ρφ

)

− gµν
2
V (φ) .
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2.2 Instability of AdS-RN black holes in Einstein-Maxwell-dilaton gravity

We shall restrict the possible choices of V (φ) and f(φ) by imposing two requirements. The
first is that the potential V (φ) admits stable AdS vacua. Assuming for simplicity that there
is only one extremum at φ = 0, the potential can be expanded for small values of the field as

V (φ) = − 6

L2
+

β

2L2
φ2 +O(φ3) , (2.3)

where L is the AdS radius and β parametrizes the mass of the field, m2L2 = β. The AdS
vacuum is stable if the mass parameter satisfies the Breitenlohner-Freedman (BF) bound
β ≥ −9/4 [64]. In the following we will limit our discussion to quadratic potentials and to
potentials of the form V (φ) = −2W0 cosh(bφ). In the latter case L2 = 3/W0, β = −6b2 and
the BF bound becomes b2 ≤ 3/8.

The second requirement is that the AdS-RN black hole is a solution of the equations (2.2).
This is the case if the first derivative of the coupling function vanishes at the extremum of V ,
df
dφ(0) = 0. For small values of the field the function f can be expanded as

f(φ) = 1 +
α

2
φ2 +O(φ3) , (2.4)

where the parameter α is assumed to be non-negative. In the following we will consider mainly
quadratic coupling functions and functions of the form f(φ) = cosh(aφ) for which α = a2. In
our analysis of the zero temperature limit of the hairy black hole solutions in Section 2.4 we
will also consider exponential coupling functions.

We will look for static electrically charged solutions of the equations of motion with trans-
lational symmetry in two spatial directions. The metric can be written as

ds2 = −g(r)e−χ(r)dt2 +
dr2

g(r)
+ r2(dx2 + dy2) . (2.5)

The scalar field is φ = φ(r) and only the temporal component of the gauge potential is non-
vanishing, A0 = A0(r). The equations of motion become

φ′′ +

(

g′

g
− χ′

2
+

2

r

)

φ′(r)− 1

g

dV

dφ
+
A′

0
2eχ

2g

df

dφ
= 0 , (2.6)

(r2e
χ
2 f(φ)A′

0)
′ = 0 , (2.7)

χ′ +
rφ′2

2
= 0 , (2.8)

φ′2

4
+
A′

0
2eχf(φ)

4g
+
g′

rg
+

1

r2
+
V (φ)

2g
= 0 , (2.9)

where here and in the following a prime will always denote a derivative with respect to r.
When the condition (2.4) is satisfied, the equations of motion admit the AdS-RN black hole
solution

g = −2M

r
+
Q2

4r2
+
r2

L2
, χ = 0 , A0 =

Q

r
− Q

rh
, φ = 0 , (2.10)

where M and Q are respectively the mass and the electric charge of the black hole and rh the
radius of the horizon. The black hole temperature is

4πTRN =
3rh
L2

− Q2

4r3h
, (2.11)
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and the solution becomes extremal for 12r4h = Q2L2.
Let us now discuss the stability of the AdS-RN solution (2.10) against small perturbations

of the scalar field. Given the planar symmetry of the solution, we can expand the scalar
perturbation in Fourier modes

φ
ω,~k

=
R(r)

r
ei(k1x+k2y−ωt) . (2.12)

The radial function R solves the following equation

g2R′′ + gg′R′ +
[

ω2 − V
]

R = 0 , V = g

[

~k2

r2
+
g′

r
+m2

eff

]

, (2.13)

where we have introduced an effective mass

m2
eff(r) = m2 − α

2
A′

0(r)
2
. (2.14)

In the presence of an electric background field the non-minimal coupling gives a negative
contribution to the effective mass. If the coupling is strong enough it can lower the mass
below the BF bound and destabilize the background. This mechanism of instability can be
generalized to magnetic and dyonic black holes. In this case whether the solution is stable or
unstable depends on the sign of the coupling α and on the relative magnitude of the electric and
magnetic charges. In flat space this kind of instability was studied in [58]. In [59] a dynamical
instability of the AdS-RN black hole in N = 8 four-dimensional gauged supergravity was
found involving fluctuations of both scalar and gauge fields. A similar instability was also
found in [60] analyzing scalar fluctuations around a dyonic black hole in order to compute the
momentum relaxation time scale induced by the presence of impurities.

Before studying numerically the solutions of Eq. (2.13), it is worth discussing some approx-
imate criteria that point to the instability of the AdS-RN background. When β = −2 we can
in fact provide a simple proof of the instability. In this case the potential V (r) vanishes both
at the horizon and at infinity and a sufficient condition for the existence of unstable modes is
given by [65]

∫ ∞

rh

dr
V (r)

g(r)
< 0 . (2.15)

In terms of the parameter α this instability condition becomes

α >
3r4h
Q2L2

− 1

4
. (2.16)

For generic values of β an approximate condition for the instability of the solution follows from
the observation that the region where the effective mass is below the BF bound contributes to
the formation of a tachyonic mode whereas the region where the effective mass is above the
BF bound supports stability. We can characterize the two regions introducing an instability
radius ri

r4i =
Q2L2

γ
, γ =

2

α

(

9

4
+ β

)

. (2.17)

The region where m2
eff < −9/4 corresponds to r < ri while the region where m2

eff > −9/4
corresponds to r > ri. When ri ≫ rh the AdS-RN black hole is likely to be unstable and since
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ri → ∞ when α→ ∞ or when β → −9/4 we expect an instability for large values of α or for
masses close to the BF bound. This approximate condition can be expressed in terms of the
black hole temperature (2.11) as

Ti ≫ TRN , Ti =

√
QL

16πL2

(

12− γ

γ1/4

)

. (2.18)

The instability temperature is shown in Figure 2.1 as a function of the black hole charge
Q. The region where an instability is expected to occur is TRN ≪ Ti, i.e. Q ≫ Qi, where Qi

is given by the intersection point of the two curves TRN (Q) and Ti(Q).
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Figure 2.1: The instability temperature Ti and the black hole temperature TRN as functions
of Q for L = M = 1. Plots extend from Q = 0 to Qext = M

√
3(2L/M)1/3 which corresponds

to extremal black holes. The region of instability is TRN ≪ Ti. Curves are ordered in a
counterclockwise sense for decreasing values of γ. The smaller γ the larger the instability
region.

In order to confirm the existence of the instability one should find unstable modes of the
scalar equation (2.13). Unstable modes correspond to normalizable solutions of (2.13) with
purely ingoing boundary conditions at the horizon and complex frequency ω with Im(ω) > 0
(see [9] for a recent review on black hole perturbations). These modes grow exponentially in
time destabilizing the background. Another strong indication of the instability of a gravita-
tional background is provided by the presence of marginally stable modes, namely modes with
ω = 0. Setting also ~k = 0, Eq. (2.13) reduces to

(

�−m2
eff

)

φ(r) = 0 . (2.19)

We can solve the previous equation by numerical integration starting from a series expansion
at the horizon and imposing suitable boundary conditions near the AdS boundary. The
expansion at large r of the scalar field is

φ ∼ O∆

r∆
, (2.20)
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with ∆(∆ − 3) = m2 and ∆ chosen in such a way that the scalar mode is normalizable.
We solve Eq. (2.19) numerically fixing α and β and varying L until we find a solution with
the correct asymptotic behavior (2.20). A solution exists for L ≤ 2

√
3 and as we increase L

to lower the temperature several marginally stable modes arise. Some examples of marginal
modes are shown in Figure 2.2 and 2.3.

1.0 10.05.02.0 20.03.01.5 15.07.0

0.0

0.2

0.4

0.6

0.8

1.0

r�rh

Φ
Hr
L

k=0, L = 3.46

k=0, L = 3.19

Α=1, m=0

1.0 10.05.02.0 20.03.01.5 15.07.0
0.0

0.2

0.4

0.6

0.8

1.0

r�rh

Φ
Hr
L

k=0, L = 3.41

Α=1, m2L2=2

1.0 10.05.02.0 20.03.01.5 15.07.0
0.0

0.2

0.4

0.6

0.8

1.0

r�rh

Φ
Hr
L

k=1, L = 1.79

Α=10, m=0

Figure 2.2: Some examples of marginally stable modes with m2 ≥ 0
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Figure 2.3: Some examples of marginally stable modes with 0 ≥ m2 ≥ m2
BF

The numerical results confirm the qualitative discussion at the beginning of this Section.
The instability temperature (2.18) provides a good estimate of the critical temperature at
which the first marginal mode actually appears, it overestimates the numerical value by a
factor of order one which decreases in the large α limit. Marginal modes appear in a large
region of the parameter space and they provide a strong indication of the instability of the
AdS-RN black hole.

Finally integrating numerically Eq. (2.13) with ω 6= 0 we found quasinormal modes with
Im(ω) > 0, which provide the main indication for the existence of a dynamical instability. As
expected the imaginary part of the frequency of these unstable modes increases as we increase
α or consider values of β close to the BF bound.
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2.3 Numerical solutions of the field equations

The existence of a perturbative instability for the AdS-RN black hole in models containing
a scalar field with a non-minimal coupling to the gauge field suggests that the Lagrangian
(2.1) should admit charged dilaton black holes with T ≤ Tc and a lower free energy than the
AdS-RN black hole. In this Section we show that these solutions exist by solving numerically
the full nonlinear equations of motion (2.2). In Appendix 2.7 we discuss a simpler probe limit
in which the stress-energy tensors of the Maxwell and of the scalar field decouple from the
Einstein equations.

Analytic solutions for static, charged, planar black holes with scalar hairs are difficult to
find. Charged black holes with a scalar hair in a similar model were found in flat spacetime [55]
and their generalization to AdS spacetime were considered recently in [66]. The asymptotic
behavior of the scalar field is however not the one required for the study of phase transitions
in the dual theory. In [67] numerical black hole solutions with a scalar hair were found in
flat space for models of dilaton gravity coupled to the Born-Infeld action. Charged black
hole solutions with scalar hairs in AdS were only found resorting to numerical computations
[47, 68] and we shall follow the same approach here.

To set up the numerical procedure we first consider the behavior of the fields near the AdS
boundary for r → ∞ and near the horizon for r → rh. The asymptotic behavior near the AdS
boundary of the scalar field is

φ ∼ O−
r∆−

+
O+

r∆+
, (2.21)

where

∆± =
3±

√
9 + 4m2L2

2
. (2.22)

In order to describe states of the dual field theory with a non vanishing expectation value
for the operator dual to the scalar field, the asymptotic expansion (2.21) should contain only
normalizable modes [69]. For this reason when m2L2 ≥ −5/4 we impose the boundary condi-
tion O− = 0, corresponding to a vacuum expectation value for an operator of dimension ∆+.
When −9/4 < m2L2 < −5/4 two distinct choices are possible [70]: O− = 0, corresponding to
a vacuum expectation value for an operator of dimension ∆+ and O+ = 0, corresponding to
a vacuum expectation value for an operator of dimension ∆−.

The asymptotic behavior of the gauge field is

A0 ∼ µ− ρ

r
, (2.23)

where µ and ρ specify the chemical potential and the charge density of the dual theory [3].
Finally the asymptotic behavior of the metric functions is given by

χ ∼ ∆O2
∆

4L2

1

r2∆
, (2.24)

and

g ∼ r2

L2
+

∆O2
∆

4L2

1

r2∆−2
− 2M

r
, if 1 < 2∆ ≤ 2 ,

g ∼ r2

L2
− 2M

r
, if ∆ > 1 , (2.25)
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where M is the black hole mass. Asymptotically the solution is then characterized by four
parameters: µ, ρ, M and O∆.

A power series expansion near the horizon shows that the solutions of the equations (2.6)-
(2.9) are completely specified by four parameters [47]: the horizon radius rh, A

′
0(rh), χ(rh) ≡

χh and φ(rh) ≡ φh. In term of these parameters the black hole temperature is

T =
rh

16πL2

[

(12 + 2φ2h)e
−χh/2 − L2A′

0(rh)
2eχh/2f(φh)

]

. (2.26)

In order to reduce the number of parameters in the numerical analysis one can exploit the
following three scaling symmetries of the equations of motion [19]

r 7→ kr , t 7→ kt , L 7→ kL ,

r 7→ kr , (t, x, y) 7→ 1

k
(t, x, y) , g 7→ k2g , A0 7→ kA0 ,

t 7→ kt , eχ 7→ k2eχ , A0 7→
1

k
A0 . (2.27)

We can use the first symmetry to set L = 1, the second to set rh = 1 (assuming that the
horizon radius is different from zero) and the third to set to zero the asymptotic value of χ at
infinity. In this way we are left with two parameters, φh and A′

0(rh), that are constrained by
the condition that either O+ or O− vanish at infinity. It follows that the numerical solutions of
the field equations (2.6)-(2.9) form a one-parameter family. Varying the single free parameter,
e.g. φh, one obtains solutions with different values of the temperature (2.26).

By numerical integration we found solutions of the field equations (2.6)-(2.9) that describe
charged dilatonic black holes. We considered two types of coupling functions

f1(φ) = cosh(aφ) , f2(φ) = 1 +
α

2
φ2 , (2.28)

and two types of potentials

V1(φ) = − 6

L2
+

β

2L2
φ2 , V2(φ) = − 6

L2
cosh(bφ) . (2.29)

In Figure 2.4 we display the field profiles of the numerical solution obtained for a particular
choice of f and V . Other choices lead to qualitatively similar results.

Below a critical temperature Tc ∼
√
ρ we always find charged dilaton black hole solutions.

Comparing their free energy with the free energy of the AdS-RN one can verify that they
represent more stable states. The free energy F = M − TS − ΦQ depends on the four
asymptotic parameters that characterize the solution, namely µ, ρ, M and O∆. Setting L = 1
the free energies of the AdS-RN black hole and of the dilaton black hole read [47]

FRN =
V

rh

(

−r4h +
3ρ2

4

)

, FCD = V (−2M + µρ) , (2.30)

where V is the volume of the (x, y) plane. In Fig. 2.5 we plot the free energy and the specific
heat c = −T∂2TF/V for an AdS-RN black hole and a charged dilatonic black hole with the
same mass and charge. Below Tc the dressed solution has a lower free energy and represents a
more stable state than the AdS-RN black hole. The free energy is continuous at Tc while the
specific heat has a discontinuity, so that the phase transition is second order. For T > Tc the
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dressed solution is not present anymore, precisely as it happens for the instability induced by
the minimal coupling to a charged scalar field [19, 71]. We mention here that for a given choice
of f and V there are usually several different black hole solutions with scalar hair and the
correct asymptotic behavior. We always choose the solution with a monotonic scalar profile.
The other solutions have scalar fields with several nodes and presumably they also have a
higher free energy.

2.4 The zero temperature limit

Below the critical temperature the gravitational background describes a charged dilaton black
hole. In this section we discuss the properties of the zero temperature ground state. Extremal
solutions are not easily found numerically. In order to study their properties one can first
look for an ansatz for the leading behavior of the fields near the horizon that contains at least
one free parameter. The equations of motion are then integrated numerically and the free
parameter varied until one finds the correct asymptotic behavior at infinity. In this way a
solution to the equations of motion with the correct boundary conditions is obtained [63]. The
zero temperature limit of hairy black holes in models with a minimally coupled charged scalar
field was studied in [63]. In [62] a similar analysis was carried out for dilaton black holes with
an exponential coupling function f(φ) = eaφ.

We limit our attention to models with coupling function and potential of the form

f(φ) = 2f0 cosh aφ , V = −2W0 cosh bφ . (2.31)

A similar analysis could also be performed for other coupling functions as for instance f(φ) =
1 + α

2φ
2. The action we consider is then

S =

∫

d4x
√−g

[

R− 1

2
(∂φ)2 − f0

2
cosh aφF 2 + 2W0 cosh(bφ)− 2Λ

]

, (2.32)
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where we included a negative cosmological constant Λ < 0. The radius of the AdS vacuum
solution is

3

L2
=W0 − Λ , (2.33)

and stability of the vacuum requires that the parameter b satisfies the Breitenlohner-Freedman
bound

b2 ≤ b2u , b2u ≡ 3

8

[

1− Λ

W0

]

. (2.34)

In this section we use the following parametrization for the metric

ds2 = −λ(r)dt2 + dr2

λ(r)
+H2(r)(dx2 + dy2) . (2.35)

The equation of motion of the gauge field can be immediately integrated and gives

A′
0 =

ρ

fH2
, (2.36)

where ρ is the charge density of the solution. The remaining equations are

(λH2)′′ = −2H2 (V + 2Λ) ,

(H)′′ = −H
4
(φ′)2 ,

(λH2φ′)′ = H2

[

dV

dφ
− (A′

0)
2

2

df

dφ

]

,

λ(H ′)2 +
λ′

2
(H2)′ = H2

[

λ

4
(φ′)2 − f

4
(A′

0)
2 − V

2
− Λ

]

. (2.37)

The equation of motion of the scalar field contains an effective potential

Ṽ (φ) = V (φ) +
ρ2

2H4f(φ)
, (2.38)
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and one can find AdS2 × R
2 solutions with constant H = H0 and φ = φ0 provided that

dṼ

dφ
(φ0) = 0 ,

ρ2

2H4
0f(φ0)

= −V (φ0)− 2Λ . (2.39)

For the simple models discussed in this chapter with potentials of the form given in (2.29),
this is possible only if m2 > 0 and for ρ2a2 > 4f0m

2H4
0 . In this Section we will focus on

models with m2 ≤ 0 and therefore we do not consider this possible class of solutions.
We will try instead the following scaling ansatz [62]

λ = λ0 r
w(1 + p1 r

ν) , H = rh(1 + p2 r
ν) , φ = φ0 − ξ ln r + p3 r

ν . (2.40)

This scaling ansatz provides an exact solution to the equations of motion if the parameters
are chosen in the following way

ξ =
4(a+ b)

4 + (a+ b)2
, w = 2− bξ , h =

(a+ b)2

4 + (a+ b)2
, (2.41)

λ0 =
2W0e

bφ0

(w + 2h)(w + 2h− 1)
,

ρ2

f0
e−aφ0 =

2W0e
bφ0

w + 2h
(2− 2h− bξ) . (2.42)

Using the previous relations we can express the parameter φ0 in terms of the charge density
and the other parameters of the model

ρ2

f0
e−(a+b)φ0 = 2W0

2− b(a+ b)

2 + b(a+ b)
. (2.43)

Finally the other parameters read

p3 =
2p2
ξ

(2h− 1 + ν) , (2.44)

p1(w + 2h+ ν)(w + 2h− 1 + ν) = p3b(w + 2h)(w + 2h− 1)− 2p2
[

ν2 + ν(2w + 4h− 1)
]

,

and the exponent ν is a real root of the following quartic equation

Q(ν) = (ν + 1)(ν + aξ)(ν2 +Aν +B) , (2.45)

A = 1 +
2(a2 − b2)

4 + (a+ b)2
, B = −2A2 + 2A

(a + b)2(1 + ab)

4 + (a+ b)2
.

If we choose the greatest positive root the scaling ansatz describes the near-horizon region of
the extreme black hole. It could be interesting to study the backgrounds corresponding to
the other real roots of the polynomial (2.45). In Figure 2.6 we show the background fields
obtained by integrating the near-horizon behavior discussed above up to infinity and requiring
suitable boundary conditions.

The solution is extremal if bξ < 1 which implies

b < be , be ≡
a

3

[

2

√

1 +
3

a2
− 1

]

. (2.46)
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Figure 2.6: Background fields at T = 0, Maxwell and scalar field (left) and metric functions
(right).

This condition together with the BF bound (2.34) restricts the possible value of b for a given
value of a. When b = 0 the previous solution reduces to the solution found in [62] upon
substituting W0 with 2(W0 − Λ). Since the extremal solution depends on the parameter b, it
is not surprising that also the behavior of the conductivity at low frequencies is modified. As

we will show in the next Section it vanishes as σ(ω) ∼ ω2+ bξ
1−bξ .

The scaling ansatz in Eq. (2.40) can also capture the near-horizon region of a near-extreme
black hole [62]. The near-extreme solution corresponds to a negative value for the parameter
ν = −η with

η = 1 +
ξ

2
(a− b) , (2.47)

which implies p2 = p3 = 0. The parameters λ0, ρ and ϕ0 satisfy the relations already given in
(2.42). The solution depends then on a parameter p1 ≡ −m and the metric is

ds2 = λ0r
w
(

1− m

rη

)

dt2 +
dr2

λ0rw
(

1− m
rη

) + r2−2h(dx2 + dy2) . (2.48)

The horizon radius is given by rη0 = m. We will use this metric in Section 2.5 to clarify the
low temperature behavior of the optical conductivity.

We note that since the scalar field diverges logarithmically as it approaches the extremal
horizon, the same near-horizon analysis can be applied to the case of exponential coupling
functions of the form f(φ) = f0e

aφ and potentials of the form V (φ) = −W0e
bφ. Black

hole solutions in Einstein-Maxwell-dilaton gravity with exponential coupling functions and
Liouville-like potentials are discussed in [72, 73, 74].

2.5 Holographic properties of the new black hole solution

The instability of the AdS-RN black hole toward developing a scalar hair signals a phase
transition in the dual field theory defined on the boundary of AdS. When the scalar field is
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2.5 Holographic properties of the new black hole solution

charged with respect to the U(1) gauge field, in the dual theory there is a phase transition to
a superfluid state characterized by the spontaneous breaking of a global U(1) symmetry [19].
In our case the condensate is neutral and we have a phase transition between the state dual
to the AdS-RN black hole and the state dual to the dilatonic black hole. As mentioned in
the introduction, these two states have markedly different properties, in particular from the
thermodynamical point of view.

In order to better illustrate the behavior of the new phase, we will display our results for
the four models listed in the Table 2.1.

Table 2.1: Models investigated in detail in our numerical simulations.

f(φ) V (φ) α β

Model I cosh(
√
3φ) − 6

L2 − φ2

L2 3 −2

Model II 1 + 3
2φ

2 − 6
L2 − φ2

L2 3 −2

Model III cosh(
√
3φ) − 6

L2 cosh
(

φ√
3

)

3 −2

Model IV cosh(10φ) − 6
L2 − φ2

L2 100 −2

The first three models correspond to different choices for the coupling functions f(φ) and
the potential V (φ) but they all have the same values for the parameters α and β that enter
in the linear perturbation analysis of Section 2.2. The last model illustrates the behavior of
the system for large values of the parameter α. As discussed in the previous Section, at low
temperatures a simpler pattern appears: when the potential has the form given in (2.29) with
β ≤ 0 the properties of the model depend mainly on α and are affected by the presence of the
potential only when this is an exponential function of the scalar field.

2.5.1 Phase transitions in the dual theory

Below Tc the new black hole solution develops a scalar hair and therefore the new phase of
the dual theory is characterized by a scalar condensate. The temperature dependence of the
expectation value of the neutral operator O+ or O− can be determined using Eq. (2.21) and
the fact that the black hole temperature depends only on φh, the value of the scalar field
at the horizon. In Figure 2.7 we display the scalar condensate at constant charge density
and for different values of the temperature for our four models. The critical temperature is
proportional to

√
ρ where ρ is the charge density. Near the critical temperature the scalar

condensate behaves like ∼ (1− T/Tc)
γ , with γ = 1/2 for both O+ and O−, which is the value

of the exponent predicted by mean field theory [47, 75].

2.5.2 Electric conductivity in the dual theory

According to the AdS/CFT correspondence, transport phenomena in the dual field theory are
related to linear perturbations of the equations of motion of the bulk fields. For instance the
electric, thermal and thermoelectric conductivities can be derived from the equations governing
the fluctuations of the component gtx of the metric and Ax of the gauge field [3]. Perturbations
of gtx and Ax with zero spatial momentum and harmonic time dependence decouple from all
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and for different models. Left: O− ∼ (1 − T/Tc)

1/2 near the critical temperature. Right:
O+ ∼ (1− T/Tc)

1/2 near the critical temperature.

the other modes and one is left with a system of just two equations

A′′
x +

[

g′

g
− χ′

2
+

1

f(φ)

df(φ)

dφ
φ′
]

A′
x +

ω2

g2
eχAx =

A′
0e

χ

g

[

2

r
gtx − g′tx

]

, (2.49)

g′tx − 2

r
gtx +A′

0Axf(φ) = 0 . (2.50)

Substituting the second equation in the first gives the following equation for the fluctuations
of the gauge field

A′′
x +

[

g′

g
− χ′

2
+

1

f(φ)

df(φ)

dφ
φ′
]

A′
x +

(

ω2

g2
− A′

0
2f(φ)

g

)

eχAx = 0 . (2.51)

We solve Eq. (2.51) with purely ingoing boundary conditions at the horizon. The electric,
thermal and thermoelectric conductivities are given by [19]

σ = −i A
(1)
x

ωA
(0)
x

, σte =
1

T

(

iρ

ω
− µσ

)

, σt =
iM

4ωT
, (2.52)

where A
(0)
x and A

(1)
x are fixed by the asymptotic behavior of the fluctuation at infinity

Ax ∼ A(0)
x +

A
(1)
x

r
. (2.53)

In the following we will consider only the electric conductivity. Figures 2.8, 2.9 and 2.10 show
its frequency dependence obtained by numerical integration of eq. (2.51).

The four models display similar qualitative features. In the high-frequency limit the real
part of the conductivity becomes constant, a property common to every theory with an AdS4
dual. Moreover, as a consequence of translation invariance, the imaginary part of σ has a
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Figure 2.8: Real part of the conductivity as a function of the frequency for different values of
T and for the operators O− (left) and O+ (right). We show results for Model I.

simple pole at ω = 0 and therefore the DC conductivity contains a delta function contribution
at ω = 0. The conductivity displays interesting behavior at small frequencies. From the
plots we see that it develops a minimum and then it tends to a non-zero value as ω → 0,
more pronounced for large values of the non-minimal coupling α, as shown in Fig. 2.9. This
non-zero value of Re[σ] at ω = 0 may be seen as an analogue of the Drude peak in the
conductivity of ordinary metals. As we lower the temperature this additional contribution to
the DC conductivity decreases and at zero temperature σ(ω) vanishes at low frequencies as
a power with an exponent fixed by the geometry of the near-horizon region, as we will show
below.

The frequency dependence of the conductivity is easier to understand if one rewrites
Eq. (2.51) as a Schrödinger equation and expresses σ in term of a reflection coefficient [63].
In order to do so we introduce a new coordinate z defined by

dr

dz
= ge−

χ
2 , (2.54)

and rescale the gauge field setting
√
fA = Ψ. In the new coordinates the horizon is at z = −∞,

the boundary of AdS at z = 0 and the field Ψ satisfies the following equation

d2Ψ

dz2
+ (ω2 − V (z))Ψ = 0 , V (z) = gf(A′

0)
2 +

1√
f

d2
√
f

dz2
. (2.55)

The potential in Eq. (2.55) has two contributions. The second term is due to the non-minimal
coupling, it is present also in the probe limit and it is always negative in the near-horizon
region. The first term is always positive and corresponds to the backreaction of the metric.

To find solutions of the original problem with ingoing boundary conditions at the horizon
it is convenient to extend the definition of the potential V (z) to positive values of z by setting
V (z) = 0 for z > 0. One then solves the one-dimensional Schrödinger equation with potential
V (z) for a particle incident on the potential barrier from the right [63]. For z ≥ 0 the wave
function is

Ψ(z) = e−iωz +Reiωz , z ≥ 0 , (2.56)
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where R is the reflection coefficient. Using Eq. (2.53) and (2.52) and the definition Ψ =
√
fA

one obtains

σ(ω) = − i

ω

A
(1)
x

A
(0)
0

=
1−R
1 +R − i

2ω

[

1

f

df

dz

]

z=0

. (2.57)

The second term in the equation above contributes only to the imaginary part of the
conductivity. When f starts with a term linear in φ this term vanishes for ∆ > 1, is constant
for ∆ = 1 and diverges for ∆ < 1. When f starts with a term quadratic in φ and therefore
satisfies the conditions in Eq. (2.4) it vanishes for ∆ > 1/2 and it is constant for ∆ = 1/2. The
real part of the conductivity is completely determined by the reflection coefficient R, hence
by the form of the potential V in the Schrödinger equation.

The behavior of V at large r depends on the asymptotic expansion of the scalar field
φ ∼ O∆/r

∆ and on the coupling function f(φ). When f starts with a term linear in φ, as it
is the case for f = eaφ, the potential is

V (z) ∼ ρ2z2 +
a

2
∆(∆ − 1)O∆(−z)∆−2 , (2.58)

and therefore it vanishes for ∆ > 2, is constant for ∆ = 2 and diverges for 1/2 < ∆ < 2.
When f starts with a term quadratic in φ, as it is the case for f = cosh(aφ), the potential is

V (z) ∼ ρ2z2 +
a2

2
∆(2∆ − 1)O2

∆(−z)2(∆−1) , (2.59)

and therefore it vanishes for ∆ > 1, is constant for ∆ = 1 and diverges for 1/2 < ∆ < 1.
For non extremal black holes the potential tends to zero exponentially as the coordinate

z tends to the horizon, V (z) ∼ Vhe
4πTz where T is the temperature of the black hole. While

the potential of a model with a charged scalar minimally coupled to the gauge field is always
positive, in our case the sign of the potential is not definite. Although it is always positive near
the boundary, it can become negative and reach a minimum before vanishing at the horizon

37



2.5 Holographic properties of the new black hole solution

0 20 40 60 80 100
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Ω�T

R
e@
Σ
D

Model IV

Model III

Model II

Model I

O-, T�TC=0.2

0 20 40 60 80 100
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Ω�T

R
e@
Σ
D

Model IV

Model III

Model II

Model I

O+, T�TC=0.2

Figure 2.10: Real part of the conductivity as a function of the frequency for different models
at T/Tc ∼ 0.2 and for the operators O− (left) and O+ (right).

with a negative exponential tail. Whether the potential is positive or negative depends on
the relative magnitude of the two terms in the Schrödinger potential, the one due to the non-
minimal coupling and the one due to the backreaction. As we lower the temperature the effect
of the backreaction becomes increasingly important. In fact at T = 0 the potential is always
positive near the extremal horizon and vanishes like C/z2, with a positive constant C.

The near-horizon behavior of the potential at T = 0 can be determined using the analytic
form of the extremal solution found in the previous Section. With the form of the metric used
in that Section the new coordinate z is given by

dr

dz
= λ , (2.60)

and the rescaled gauge field Ψ =
√
fA satisfies the following equation

d2Ψ

dz2
+ (ω2 − V (z))Ψ = 0 , V (z) = λf(A′

0)
2 +

1√
f

d2
√
f

dz2
. (2.61)

Substituting the explicit form of the solution one obtains

V (z) =
C

z2
, C =

(2bξ − 3)2

4(1 − bξ)2
− 1

4
. (2.62)

Following the approach of [76] one can show that the optical conductivity vanishes at small
frequencies and obtain an analytic expression for the leading power in ω by matching the
conserved probability current of the Schrödinger equation near the boundary at infinity and
near the horizon. The result is

σ(ω) ∼ ω2+ bξ
1−bξ , (2.63)

and this behavior is observed in our numerical results for the conductivity in the low tempera-
ture and low frequency limits. Notice that the existence of extremal solutions requires bξ < 1,
hence σ(ω) ∝ ωγ , where γ > 1.
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The Schrödinger potential and the related conductivity are shown in Figs. 2.11. As
mentioned before, also in this case there are several solutions to the field equations. The
Schrödinger potential and the conductivity for these additional solutions can have several
maxima and minima in the intermediate region between the horizon and infinity. These fea-
tures are absent if the coupling function is exponential, f ∼ eaφ.
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Figure 2.11: Schrödinger potential (left) and electrical conductivity (right) at T = 0. Black
dashed lines correspond to b = 0 and a = 1, whereas red straight lines correspond to b = a =
1/
√
3.

The other distinctive feature of the behavior of σ(ω), the presence of a peak at small
frequencies when T > 0, is due to the fact that the potential of the Schrödinger problem is not
positive definite and can support a resonance near ω = 0, causing a sharp increase in the DC
conductivity. Using the near-extremal solution (2.48) we can clarify when to expect a peak in
σ(0) and when this peak will be present even at very low temperatures. The explicit form of
the Schrödinger potential near the horizon is in this case

V (z) ∼ A2

r0

[

2− 2h−
(

b+
a

2

)

ξ
]

eAz , (2.64)

where A = λ0ηr
1−bξ
0 . The potential, as already observed, receives a negative contribution

from the term due to the non-minimal coupling between the scalar and the gauge field and a
positive contribution from the term due to the backreaction of the metric. From the previous
expression we can see that the potential approaches zero with a negative exponential tail as
z → −∞ if a2 + 2b2 + 3ab > 4. For a given b this happens for

a >
1

2

[

√

b2 + 16 − 3b
]

. (2.65)

In particular when b = 0 this implies that the potential for the quasi-extreme black hole
is positive near the horizon for a < 2 and negative for a > 2. In Figure 2.12 we display
the potential for selected values of the temperature and the parameters to confirm that its
behavior changes according to Eq. (2.65). When a negative exponential tail is present for the
near-extremal solution, the value of the conductivity increases significantly at small frequencies
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even at low temperatures, as shown in Fig. 2.10. One can observe a small increase in σ(ω) at
low frequencies even when the near-extremal potential is positive. This is due to the fact that
at temperatures higher than those corresponding to the near-extremal black hole the term due
to the non-minimal coupling can dominate the term due to the backreaction.
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Figure 2.12: Effective potential in Eq. (2.55). Left: different models at fixed T/Tc ∼ 0.3.
Black lines refer to the case b = 0 and a = 3 (straight line) and a =

√
3 (dashed line). Red

lines refer to b = 1/
√
3 and a =

√
3 (straight line) and a = 1/

√
3 (dashed line). According

to Eq. (2.65), straight and dashed lines correspond to potentials approaching z = −∞ from
below and above respectively, as shown in the inset. Right: the model a =

√
3 and b = 1/

√
3

for different temperature. From below to top T/Tc ∼ 0.2, 0.3, 0.5, , 0.8, 1. The lower the
temperature, the deeper the minimum.

A similar increase in σ(ω) at low frequencies was recently observed in models where the
Born-Infeld action of a probe brane is coupled to a geometry with a Lifshitz scaling symmetry
[22].

Another interesting feature of our model is that the DC conductivity σ(0) depends in a non-
monotonic way on the temperature, as shown in Fig. 2.13. This effect becomes more evident
as the value of a increases. In terms of the resistivity Fig. 2.13 shows that there is a minimum
at low temperature. A minimum in resistivity is observed in metals containing magnetic
impurities and its presence was explained by Kondo as resulting from the interaction between
the magnetic moment of the conduction electrons and the impurity. It would be interesting to
identify in our model what kind of effective interaction is induced among the charge carriers
by the scalar condensate which causes the minimum in resistivity.

2.6 Conclusions

We have investigate a broad class of Einstein-Maxwell-dilaton gravity models in 4D AdS
spacetime which admit both AdS-RN and charged dilatonic black hole solutions. Below a
critical temperature the AdS-RN solution is unstable and it undergoes a phase transition
whose endpoint is the charged black hole dressed with a scalar field.
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This instability is interesting from a purely gravitational perspective but it acquires a
particular relevance when used in the context of the AdS/CFT correspondence to provide a
holographic description of condensed matter phenomena. Our model describes a second order
phase transition in the dual field theory in which a neutral scalar operator condenses below a
critical temperature.

The new phase has interesting electric transport properties, presumably caused by the
interactions of the charge carriers with the scalar condensate. When the temperature is not
too close to zero, the optical conductivity has a minimum at low frequencies and then a “Drude
peak”, reaching a constant value at ω = 0 which can be considerably larger than its constant
value at high frequency. This effect is particularly evident for large values of the non-minimal
coupling between the scalar and the gauge field. Another very interesting feature is that the
resistivity does not increase monotonically with the temperature but displays a minimum. This
effect is reminiscent of the Kondo effect, caused in real metal with magnetic impurities by the
interactions of the magnetic moment of the conduction electrons with the magnetic moment
of the impurity. It would be interesting to compute the precise temperature dependence of the
resistivity and to clarify what kind of effective interaction causes the minimum in resistivity.

We also studied the extremal limit of the charged dilatonic black hole. The near-horizon
metric has a Lifshitz scaling symmetry which is a simple generalization of the one found in
[62]. Using the extremal solution we clarified the behavior of the numerical solutions in the
zero temperature limit.

The analysis of the fluctuations of fermionic fields in the AdS-RN [77, 78, 79, 80, 43] and
in the charged dilaton black hole background [57] provides evidence for the existence of a
Fermi surface in the boundary theory. While in the former case the macroscopic ground state
entropy prevents a simple interpretation of the dual phase, in the latter case one observes a
more conventional behavior, with vanishing zero-point entropy and with a specific heat linear
in the temperature. Since the phase transition discussed in this chapter connects the AdS-RN
and the charged dilatonic black hole, it may help to clarify the correct interpretation of the
corresponding dual theories.
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It would be interesting to study models which allow for both the instability studied in this
chapter and the instability caused by the minimal coupling of a charged scalar field. One could
then investigate the effect of the neutral condensate on the properties of the superconducting
phase. Our models can in fact be easily adapted to describe holographic superconductors by
interpreting the scalar field as the modulus of a complex scalar and adding to the Lagrangian
a coupling between the phase of the scalar and the gauge field. Models of this type were
recently discussed in [81].

In order to identify precisely the dual theory and specify its operator content and Hamilto-
nian, it would be interesting to embed these black hole solutions into ten or eleven dimensional
supergravity. For the holographic superconductors examples of this embedding were discussed
in [82, 83, 84, 85].

2.7 Appendix: Scalar hairs in the probe limit. Schwarzschild-
AdS background

Although in Sect. 2.3 we derived numerically the charged dilatonic black hole solution, it is of
some interest to consider the regime in which one can neglect the back reaction of the matter
fields on the gravitational field. The results of this Appendix can be compared with similar
results obtained for the holographic superconductors in Ref.[19]. We shall follow closely the
methods used in that paper, to which we refer for further details. We focus on potential of
the form V (φ) = −6/L2 − φ2/L2. The outcome does not qualitatively change if one chooses
a different V as long as Eq. (2.4) is satisfied. The limit in which the dynamics for the scalar
and electromagnetic field decouples from the gravitational dynamics is obtained for α → ∞,
after the rescaling φ → φ/α and A0 → A0/α. The gravitational part of the dynamics,
represented by the sourceless Einstein equations, is solved by the planar AdS-Schwarzschild
(AdS-S) background

ds2 = −g(r)dt2 + dr2

g(r)
+ r2(dx2 + dy2) , (2.66)

with g(r) = r2/L2 − 2M/r. The black hole horizon is located at rh = (2ML2)1/3, and the

temperature is given by T = 3(2M)1/3

4πL4/3 . After using eq. (2.36) the dynamics for the scalar field
is described by a single equation

φ′′(r) +

[

2

r
+
g′

g

]

φ′(r) +
1

g

(

ρ2

2r4
1

f(φ)2
df

dφ
− dV

dφ

)

= 0 , (2.67)

which has to be numerically integrated. The numerical integration is performed using the
method explained in Sect. 2.3. Setting either O− = 0 or O+ = 0 in Eq. (2.21), we find a one-
parameter family of solutions. Varying the single free parameter φh we obtain the condensate
as a function of the temperature T/Tc. Numerical results are shown in Figure 2.14 and they
represent the α≫ 1 limit of the exact solution described in the main text. We plot the results
for two different choices of the coupling functions: f(φ) = cosh(φ) and f(φ) = 1 + φ2/2.
The condensate O− diverges as T → 0. The divergence is an artifact of the probe limit
approximation and it is removed once the backreaction is taken into account, as shown in
Figure 2.7.
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We conclude with a brief discussion of the conductivity in the probe limit. The perturba-
tion equation reads

A′′
x(r) +

(

g′

g
+

1

f(φ)

df(φ)

dφ
φ′
)

A′
x(r) +

ω2

g2
Ax(r) = 0 . (2.68)

Using the AdS/CFT definition (2.52) we obtain the results shown in Figure 2.15 for the real
and imaginary part of the conductivity and for the condensate O+. Similar results are obtained
for O−. The increase of σ(ω) at low frequencies, typical of the dilaton black holes considered in
this chapter, is evident in the probe limit. In fact it grows exponentially as T/Tc → 0 but this
is an artifact of the probe limit and disappears once the back reaction is taken into account
(see Fig. 2.8). Finally, since translation invariance is broken by the AdS-S background, the
imaginary part does not have a pole but vanishes for ω → 0. From the dispersion relations it
follows that the DC conductivity is finite at ω = 0 in the probe limit.
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Chapter 3

Phase transitions and holography of
dyonic dilatonic black holes in AdS

Results discussed in the previous chapter are extended by including a constant magnetic
field. We study dyonic black holes in Einstein-Maxwell-dilaton gravity in four-dimensional
anti-de Sitter spacetime which admit a dyonic Reissner-Nordström black hole solution. The
role played by the magnetic field in the inset of the phase transition is discussed. Scalar
condensation occurs only below a critical magnetic field. By computing the electrical
conductivity we study the Hall effect and cyclotron resonances in the new phase. We also
consider purely magnetic solutions, obtained By applying the electromagnetic duality, both
at finite and at vanishing temperature.
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3.1 Introduction

In this chapter we extend the results discussed in Chapter 2 by considering dyonic black holes
in Einstein-Maxwell-dilaton gravity in Anti de Sitter (AdS) spacetime. Our main motivations
are similar to those discussed in Chapter 2 and we refer to Section 2.1 for a general overview
of the role of dilatonic black holes within the gauge/string duality.

The inclusion of magnetic fields in the dual field theory is important for several reasons.
First, real materials are usually immersed in external– or generate their own – magnetic fields.
Second, magnetic fields can be ad-hoc engineered and applied in laboratories and, as we shall
see, they can be used to prevent or to catalyze phase transitions. Thus, it is important to
discuss their effects in the dual theory and how they affect transport properties such as the
electrical conductivity.



3.2 Instability of dyonic AdS-RN black holes

Holographic field theories immersed in a magnetic fields are currently investigated in the
context of holographic superconductors (HSCs) [86]. Important phenomena observed in real
superconductors, such as the Meissner effect and vortex production, can have a holographic
description in terms of dyonic black holes. Holographic properties of dyonic black holes in
Einstein-Maxwell-dilaton gravity were investigated in Ref. [87]. Many common phenomena,
such as the Hall effect or cyclotron resonances, naturally emerge from the dual picture.

Here, as in Chapter 2, we consider the action for Einstein-Maxwell-dilaton gravity

S =

∫

d4x
√
−GL =

∫

d4x
√
−G

(

R− f(φ)

4
F 2 − 1

2
∂µφ∂µφ− V (φ)

)

, (3.1)

and we focus on scalar potentials of the following form:

V (φ) = − 6

L2
+

β

2L2
φ2 +O(φ3) , f(φ) = 1 +

α

2
φ2 +O(φ3) . (3.2)

Although this choice does not include exponential potentials, f(φ) ∼ eαφ, discussed in Ref. [87],
it allows for dyonic Reissner-Nordström Anti de Sitter (AdS-RN) black holes when φ ≡ 0.
Building on Chapter 2, we wish to construct hairy dyonic black holes dressed with scalar
fields and to investigate phase transitions between these and AdS-RN black holes.

3.2 Instability of dyonic AdS-RN black holes

Let us consider the following ansatz:

ds2 = −g(r)e−χ(r)dt2 +
dr2

g(r)
+ r2(dx2 + dy2) , (3.3)

A = A0(r)dt+A3(r, x)dy , A3(x, y) = B(r)C(x) (3.4)

φ = φ0(r)X(x) . (3.5)

From the holographic perspective we are interested in a three-dimensional boundary theory
at constant charge density and with an external magnetic field B(r → ∞) perpendicular
to the (x, y) plane. It is straightforward to show that the equations of motion stemming
from the action (3.1) require X(x) = 1 and A3(r, x) = Bx (where B = const) hence, for
convenience, we define φ0 ≡ φ. Interestingly, the magnetic field and the scalar condensate
are homogeneous at infinity. This is not the case in HSCs, when a minimal coupling ∝ qAµφ
between a charged scalar and the Maxwell field is considered [86] (q being the charge of the
scalar field). In fact, for HSCs immersed in a magnetic field, the transverse dependence of
the scalar field, parametrized by X(x), is that of an harmonic oscillator whose eigenvalues
∝ qB. Consequently, the scalar field is confined in a boundary region along the x direction,
∆x ∝ qB. On the other hand, in the case under consideration, the scalar field is homogeneous
on the boundary.

The relevant equations of motion become

φ′′ +

(

g′

g
− χ′

2
+

2

r

)

φ′(r)− 1

g

dV

dφ
+

1

2g

df

dφ

(

A′
0
2
eχ − B2

r4

)

= 0 , (3.6)

(r2e
χ
2 f(φ)A′

0)
′ = 0 , χ′ +

rφ′2

2
= 0 , (3.7)

φ′2

4
+
f(φ)

4g

(

A′
0
2
eχ +

B2

r4

)

+
g′

rg
+

1

r2
+
V (φ)

2g
= 0 , (3.8)

46



Chapter 3. Phase transitions and holography of dyonic black holes in AdS

and the magnetic field B only affects the first and last equation. Due to Eqs. (3.2), the
AdS-RN black brane is solution of the equations of motion with

g = −2M

r
+
Q2 +B2

4r2
+
r2

L2
, χ = 0 , A =

(

Q

r
− Q

rh

)

dt+Bxdy , φ = 0 . (3.9)

Hereafter, with some abuse of notation, we shall use the term “black holes” in a wider sense,
also including solutions with a planar topology (as the one in Eq. 3.9) which are properly
black branes.

In Chapter 2 we have shown that the AdS-RN solution is unstable under scalar perturba-
tions. Here, in order to understand the role played by the magnetic field, we again compute
scalar perturbations around the AdS-RN black hole (3.9). Fourier-expanding the perturbation
as in Eq. (2.12), we find a Schroedinger-like equation in the same form as Eq. (2.13), but in
this case the effective mass reads

m2
eff(r) = m2 − α

Q2 −B2

2r4
, (3.10)

where m2 = β/L2 is the squared mass of the scalar field. Interestingly, the contributions of
the magnetic and of the electric field are opposite. While the electric field contributes to a
tachyonic mode in the effective mass (hereafter we focus on α > 0), the magnetic field gives a
positive contribution and stabilizes the AdS-RN black hole. For dyonic black holes, these two
contributions are competitive and an instability can arise only when Q2 > B2. Thus, there
exists a critical value Bc of the magnetic field above which the effective square mass is positive

Bc = ±Q . (3.11)

Remarkably, the existence of a critical value, which we shall confirm in the next section by
solving numerically the equations of motion, can be related to a sort of Meissner effect, which
occurs even in a homogeneous condensate and even if the new phase is not superconducting
(the scalar condensate preserves U(1) symmetry of the model (3.1)). As discussed in Ref. [47],
electric currents in the dual theory are non-dynamical, i.e. they do not generate any electro-
magnetic field (see however Ref. [88] for an interesting method to introduce dynamical gauge
fields in the dual theory). Therefore, strictly speaking the Meissner effect, i.e. the expulsion
of a magnetic field from a superconductor, cannot occurs in this simple holographic config-
uration. However, the opposite effect – the expulsion of a scalar condensate by the external
magnetic field – can be interpreted in a similar way, as discussed for example in Ref. [86]. In
the HSCs, this inverse-Meissner effect depends on the charge q of the scalar field (cf. Fig. 6 in
Ref. [47]). On the other hand, in our case the critical magnetic field (3.11) is independent from
the coupling α. Regardless the value of α, dyonic AdS-RN black branes with B > Bc = Q,
are stable against scalar perturbations.

3.3 Dyonic black holes with scalar hairs

Dyonic dilatonic black hole solutions of Eqs. (3.6)-(3.8) can be obtained numerically by using
the same procedure discussed in detail in Chapter 2. Namely, we expand the background fields
close to the horizon r = rh and then integrate the system of ODEs up to infinity, where we
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impose suitable boundary conditions. As discussed in Chapter 2, the asymptotic behavior of
the scalar field near the AdS boundary reads

φ ∼ O−
r∆−

+
O+

r∆+
, ∆± =

3±
√
9 + 4m2L2

2
(3.12)

and we simply choose one of the independent parameters at the horizon, say A0(rh), such
that O1 = 0 or O2 = 0. When B = 0, this is enough to describe the solution in terms of a
single parameter, e.g. the scalar field at the horizon φh or, more physically, the black hole
temperature T . Numerically, this is implemented by finding the root of a function of a single
variable

F : A0(rh) −→ Oi , (3.13)

where Oi is the result of the numerical integration and the solution describes two different
boundary theories for i = 1 or i = 2 respectively. However when B 6= 0, the series expansion
near the horizon depends on three independent parameters, φh, A0(rh) and B. At given φh
(i.e. at given temperature) we find the roots of two functions of two variables,

{

F1 : {A0(rh), B} −→ Oi ,
F2 : {A0(rh), B} −→ B/ρ− C ,

(3.14)

where now both Oi and B/ρ result from the numerical integration and C is the value of the
constant magnetic field in units of ρ. Numerical solutions are characterized by two parameters:
the black hole temperature T/

√
ρ and the magnetic field C = B/ρ. The functions Fi are

known only numerically and they are not necessarily polynomials. In order to find their roots
we implemented a bidimensional extension of Müller method, recently proposed in Ref. [89].
Building on Chapter 2, we can follow the evolution of the condensate as a function of the
temperature at fixed magnetic field. Alternatively, we can also study the evolution of the
condensate as a function of the magnetic field at fixed temperature. In this case, we should
find the roots of the following functions

{

F1 : {A0(rh), B} −→ Oi ,
F2 : {A0(rh), B} −→ T/

√
ρ− C ,

(3.15)

where now C is the constant temperature in units of
√
ρ.

We refer to Ref. [89] for further details on the numerical method, now focusing on some
results. As discussed in Chapter 2, we focus both on polynomial forms and on hyperbolic
cosine forms for the potentials V (φ) and f(φ) (cf. Table 2.1). Results are qualitatively similar
regardless the precise form of the potentials and they only show a strong dependence on the
second derivatives β ≡ V ′′(φ)|φ=0L

2 and α ≡ f ′′(φ)|φ=0. Thus, in presenting results, we shall
not discriminate between one or the other form of the potentials. Moreover we shall present
solutions obtained by imposing O1 = 0 and, for concreteness, we focus on β = m2L2 = −2.
Nevertheless, analogously to what we found in Chapter 2, imposing O2 = 0 or choosing
different values of β gives qualitatively similar results.

First, we report that this method is successful in constructing dyonic AdS black holes
coupled to a neutral scalar field. We name these solutions dyonic and dilatonic black holes
(DDBHs). From the holographic point of view, DDBHs are dual to field theories in which a
neutral scalar operator acquires a non-vanishing expectation value below a critical temperature
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and below a critical magnetic field. In fact, in Fig. 3.1 we show the scalar condensate both
as a function of the temperature for several values of constant magnetic field (left panel) and
as a function of the magnetic field for several values of constant temperature (right panel).
From the left panel of Fig. 3.1, the critical temperature decreases for increasing values of the
magnetic field.
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Figure 3.1: Left panel: scalar condensate as a function of the temperature for selected values
of the magnetic field B. Right panel: scalar condensate as a function of the magnetic field for
selected values of the temperature. In both plots we used f(φ) = cosh(2φ).

More precisely the phase diagram of DDBHs, i.e. the critical temperature as a function of
the magnetic field, is shown in Fig. 3.2 for several values of the coupling α. Numerical results
confirms our analytic expectation: Tc = 0 when B = Bc = ρ, i.e. the scalar operator does
not condense at any finite temperature above the critical magnetic field Bc. The critical value
Bc does not depend neither on the coupling constant α nor on the precise forms for f(φ) and
V (φ) (if they behave as prescripted in Eq. (3.2)).

Remarkably, Fig. 3.2 is qualitatively similar to Fig. 8 in Ref. [47], which describes the (quali-
tative) phase diagram for HSCs immersed in a magnetic field. Conversely, the phase diagram
for DDBHs shown in Fig. 3.2 is exact and it is in agreement with the schematic illustration
depicted in Ref. [47].

Another interesting issue is the nature of the phase transition shown in the right panel of
Fig. 3.1. At B ∼ Bc the scalar condensate has the typical behavior for second order phase
transitions in the mean-field approximation,

Oi ∼ (B −Bc)
1/2 . (3.16)

In the language of superconductivity, this means that the material is a type II superconductor.
The same behavior is observed in real high-Tc superconductors and it is correctly reproduced by
holographic models [42]. However, in the case at hand, the new phase is not superconducting,
as the neutral scalar operator preserves U(1) symmetry of the action 3.1. Nevertheless, also
in this case we observe a sort of inverse-Meissner effect: as we increase an external magnetic
field, a second order phase transition occurs, and the condensate disappears.
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Figure 3.2: Critical temperature as a function of the ratio B/ρ for several coupling constants
α. Numerical results confirms our analytical expectation: Tc = 0 when B = Bc = ρ. Regions
below the curves mark the parameter space where the scalar operator condenses.

3.3.0.a Free energy of dyonic and dilatonic black holes

As discussed above, a sufficiently strong magnetic field will destroy the new phase. The critical
magnetic field can be also understood in terms of energetics. The difference in free energy
between the normal and the dressed phase reads

B2
c (T )V

8π
= Fnormal(T )− Fdressed(T ) , (3.17)

where V is the “volume” of (x, y) plane and F is the free energy. We wish to compare the free
energy between different phases – with and without the scalar condensate – and in presence
of a magnetic field. As for the normal phase, the free energy of a dyonic AdS-RN black hole
(see for instance Ref. [47]) reads

FRN

V
=
Fnormal

V
= −r3h +

3(ρ2 +B2)

4rh
, (3.18)

where we have set L = 1. In order to compute the free energy for DDBHs we start from the
Euclidean action

SE = −
∫

d4x
√−gL , (3.19)

where L is the Lagrangian written in Ref. (3.1) and computed for the numerical DDBH
solution. Following Ref. [47] we write the Einstein tensor,

Gxx =
r2

2
(L −R) +

B2f(φ)

2r2
, (3.20)

thus we obtain

L = −Gt
t −Gr

r −
B2f(φ)

r4
= − 1

r2
[

(rg)′ + (rge−χ)′eχ
]

− B2f(φ)

r4
, (3.21)
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where we have used the scalar curvature R = −Ga
a computed for the dressed solution. Then

the Euclidean action reads

SE =

∫

d3x

∫ ∞

rh

dr
(

2rge−χ/2
)′

+B2

∫

d3x

∫ ∞

rh

dr
f(φ)e−χ/2

r2
. (3.22)

The first radial integral in the equation above is a total derivative and it is straightforwardly
performed. However, it diverges as r → ∞ and must be regularized by suitable countert-
erms [47]. On the other hand, the contribution arising from the magnetic field is finite. Defin-
ing the regularized Euclidean action S̃E , the thermodynamical potential in the gran-canonical
ensemble reads

Ω = T S̃E =

∫

d2x

(

−ǫL2

2
+B2

∫ ∞

rh

dr
f(φ)e−χ/2

r2

)

, (3.23)

where we have defined the (compact) Euclidean time
∫

dt = 1/T , and we have used the
boundary conditions (O1 = 0 or O2 = 0) for the scalar field.

Finally, the free energy of DDBHs in the canonical ensemble simply reads (L = 1)

FDD = Fdressed = Ω+ µQ = V

(

− ǫ
2
+ µρ+B2

∫ ∞

rh

dr
f(φ)e−χ/2

r2

)

. (3.24)

In the particular case of AdS-RN black holes (f(φ) ≡ 1 and χ ≡ 0) the integral above is
trivial and FDD reduces to Eq. (3.18). In the left panel of Fig. 3.3 we compare FRN and
FDD as functions of the temperature for selected values of the constant magnetic field. Free
energies refers to solutions with same mass and same charge. Although not shown, for both
solutions the specific heat c = −T∂TF/V is positive for any value of B. For T < Tc and
B < Bc, AdS-RN black holes always have a larger free energy, for any value of B and, roughly
speaking, the magnetic field shifts up the free energy of both solutions. Therefore, when T < Tc
and B < Bc, DDBHs are energetically favored. However, the magnetic field contributes to
decrease the difference ∆F = FRN − FDD. Such a difference grows as T → 0 but, for fixed
temperature, it decreases as the magnetic field increases. This is consistent with our analytical
understanding, since we expect ∆F = 0 both when T = Tc and when B = Bc = ρ.

Finally, we want to study the magnetic susceptibility

Ξ =
∂2F

∂B2

∣

∣

∣

∣

ρ,T

, (3.25)

where the derivative is performed on solutions at constant temperature and constant charge
density. Therefore in the numerical integration, we find the roots of Eqs. (3.15), in order to
compute the free energy as a function of the magnetic field at constant temperature and finally
we obtain the magnetic susceptibility by performing the derivative in Eq. 3.25. Results are
shown in the right panel of Fig. 3.3. The free energy and the magnetic field are normalized as
F → F/ρ3/2 and as B → B/Bc, respectively. Hence, the magnetic susceptibility is normalized
as Ξ → Ξρ3/2/B2

c .

The magnetic susceptibility Ξ is order 1 and positive. This means that the boundary theory is
strongly diamagnetic. This is analog to the AdS-RN case where Ξ ∼ 9/(8πT ) > 0 for B ≪M
and ρ≪M [47].
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Figure 3.3: Left panel: free energy for DDBHs (straight lines) and for AdS-RN black holes
(dashed lines) as a function of the temperature for selected values of the magnetic field. Right
panel: normalized magnetic susceptibility for DDBHs as a function of the magnetic field. We
use f(φ) = cosh(2φ).

3.4 Holographic properties of DDBHs

In this section we compute some holographic properties of DDBHs. In particular we discuss
the effects of the magnetic field on the electrical conductivity in the dual theory, such as
the Hall effect and cyclotron resonances. As discussed in detail in Chapter 2, the AdS/CFT
correspondence provides a precise prescription for the electrical conductivity, in terms of bulk
electromagnetic perturbations.

Electromagnetic perturbations of a dyonic black hole are fairly involved. In fact, following
the same notation used in Chapter 2, the minimal set of perturbations includes Ax(r), Ay(r),
gtx(r) and gty(r), which are coupled through the electric and magnetic field. These pertur-
bations have been studied using AdS-RN black holes as background metric [90, 91]. Here we
want to extend those calculations to the case of dilatonic background.

Let us consider perturbations with vanishing 3-momentum,

Aµ = (A0, 0, 0, Bx) + (0, 0, Ax(r), Ay(r))e
−iωt ,

and similarly for the metric perturbations, gtx(r)e
−iωt and gty(r)e

−iωt. Linearized Einstein
and Maxwell equations provide a set of four coupled equations. Two of them are

A′′
x +A′

x

(

f ′(φ)
f(φ)

φ′ +
g′

g
− χ′

2

)

+ ω2 e
χ

g2
Ax = −eχ

[

iBω

r2g2
gty +

A′
0

g

(

g′tx −
2

r
gtx

)]

,(3.26)

g′tx −
2

r
gtx + f(φ)A′

0Ax = − iBf(φ)
r2ω

[

A′
0gty + ge−χA′

y

]

, (3.27)

and the other two can be obtained from those above by changing x↔ y and B ↔ −B. Notice
that terms proportional to B couple perturbations along the x direction to those along the
y direction. When B = 0 equations above decouple and reduce to a single Schroedinger-like
equation (cf. Section 2.5.2). In the case at hand, such a decoupling does not occur and
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we are left with a system of four coupled ODEs. Furthermore notice the presence of terms
proportional to B/ω. When B 6= 0 these terms diverges in the ω → 0 limit, whereas they
vanish if B = 0. Thus, as first noted in Ref. [90], the limits B → 0 and ω → 0 do not commute.

We integrate the system of ODEs above numerically, starting from a series expansion close
to the horizon, where we impose purely ingoing waves. The asymptotical behaviors read

Ax ∼ a(0)x + axg
ν
h , Ay ∼ a(0)y + ayg

ν
h , (3.28)

gtx ∼ g(0)x + gxg
ν+1
h , gty ∼ g(0)y + gyg

ν+1
h , (3.29)

with gh = g(rh) ∼ (r − rh), ν = −iωeχh/2/g′(rh) and where ax, a
(0)
x , gx, g

(0)
x , ay, a

(0)
y , gy

and g
(0)
y are constant. Requiring that the expansions above are solutions of the equations of

motion at first order provides a relation among some constants

g(0)x = − ia
(0)
y ω

r2hB
, gx = f(φh)

ayBe
−χh/2 + axA

′
0hr

2
h

ieχh/2r2hω − r2g′h
, (3.30)

g(0)y =
ia

(0)
x ω

r2hB
, gy = f(φh)

−axBe−χh/2 + ayA
′
0hr

2
h

ieχh/2r2hω − r2g′h
, (3.31)

Moreover, due to the linearity of Eq. (3.26)-(3.27), one parameter (say ax) can be rescaled

away and the solution will eventually depend on three independent parameters only, say (a
(0)
x ,

a
(0)
y and ay). Interestingly, the electrical conductivities turn out to be independent from these

three parameters, signaling an underlying symmetry of the perturbation equations.

3.4.1 Conductivity in the dual field theory

Before presenting results of the numerical integration, we briefly review some analytical results
obtained in Refs. [90, 91] for the electrical conductivity in theories dual to AdS-RN black holes.
In that case, Eqs. (3.26)-(3.27) can be solved analytically in the hydrodynamical limit, i.e.
when ω/T ≪ µ/T,B/T 2. The linear response in the dual theory is governed by the following
equations

(

~J
~Q

)

=

(

σ α

αT κ̄

)

(

~E

−~∇T

)

. (3.32)

where ~∇T is the temperature gradient, ~E is the electric field, ~J is the electric current and ~Q
is the heat current. Defining

σ± = σxy ± iσxx , α̂± = αxy ± iαxx , κ̄± = κ̄xy ± iκ̄xx , (3.33)

the response functions read [91]

± α̂±Tω = (B ∓ µω)σ± − ρ , (3.34)

±κ̄±Tω =

(

B

ω
∓ µ

)

α̂±Tω − sT +mB . (3.35)

Thus, once σ± are computed, the remaining transmission coefficients can be obtained from
the equations above. In the hydrodynamical limit the diagonal and off-diagonal components
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of the conductivity can be computed via the AdS/CFT duality and they read [91]

σxx = σQ
ω(ω + iγ + iω2

c/γ)

(ω + iγ)2 − ω2
c

, σxy = − ρ

B

−2iγω + γ2 + ω2
c

(ω + iγ)2 − ω2
c

,

with

ωc =
Bρ

ǫ+ P , γ =
σQB

2

ǫ+ P , σQ =
(sT )2

(ǫ+ P)2
(3.36)

and where P and ǫ are the pressure and the energy density respectively. Rotational invariance
implies σxx = σyy and σxy = −σyx. The electrical conductivity has a pole at ω = ωc − iγ,
corresponding to a damped cyclotron frequency. Furthermore, in the ω → 0 limit, the DC
diagonal component σxx vanished due to the Lorentz invariance, whereas the DC off-diagonal
component is the well-known Hall conductivity:

σxx = 0 , σxy =
ρ

B
. (3.37)

Notice that σxy → ∞ as B → 0. This is due to the non-commuting limits ω → 0 and B → 0.
It is relevant to study whether and how the scalar condensate affects these results. Unfor-

tunately, in our model, the background solution is only known numerically and this prevents to
derive explicit formulas. However we can still use the AdS/CFT prescription in order to relate
the conductivity to the asymptotic behavior of the numerical solution. Following Ref. [91],
the conductivity is

σ± = σxy ± iσxx =
Bx ± iBy

Ex ± iEy
, (3.38)

where

Bi = − lim
r→∞

ǫijA
′
j , Ei = lim

r→∞

[

f(φ)

(

iωAi −
B

r2
ǫijgtj

)]

, (3.39)

are the spatial component of δF and δ ⋆ F respectively (F = F0 + δF and ⋆F = ⋆F0 + δ ⋆ F

being its dual). The coefficients A
(0)
i , A

(1)
i and g

(0)
ti are related to the asymptotic behavior of

the electromagnetic and metric perturbations at infinity:

Ai → A
(0)
i +

A
(1)
i

r
, gti → g

(0)
ti r

2 , i = x, y (3.40)

Thus, once perturbation equations are solved with suitable boundary conditions, Eq. (3.38)
gives the AdS/CFT prescription for the conductivity in the dual theory.

3.4.2 Numerical results

In Fig. 3.4 the conductivities σxx and σxy as functions of the frequency are shown both for
the AdS-RN case (T = Tc) and for the DDBH at T < Tc. The numerical procedure previously
discussed has been tested by reproducing numerical results in Ref. [91] for vanishing scalar
field. A general result that can be inferred from our simulations is that, regardless the scalar
condensate, the DC conductivities are the same as those computed for AdS-RN black holes [91],

σxx(ω → 0) = 0 , σxy(ω → 0) =
ρ

B
, (3.41)

at any T ≤ Tc. While the first result (σxx = 0) simply arises from the Lorentz invariance, it
is interesting that the Hall effect is not affected by the scalar condensate.
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Figure 3.4: Conductivity in the dual theory (left panel: σxx, right panel: σxy) as a function of
the frequency for B/ρ = 0.5 and f(φ) = cosh(2φ). The conductivity in the normal phase at
T = Tc (AdS-RN black hole) is compared to that in the dressed phase at T ∼ 0.28Tc (DDBH).

However, as shown in Fig. 3.4, the AC behavior is fairly rich. Depending on the temperature
and on the magnetic field, sharp peaks appear in the real part of σxx and σxy. These correspond
to the cyclotron frequencies discussed in Ref. [91] for AdS-RN black holes. Our results confirm
and extend that analysis to the case of DDBHs. Indeed the scalar condensate affects the
cyclotron frequency. In Fig. 3.5 we show the location of the pole of σxx as a function of the
temperature for selected values of B. Both the real and the imaginary part of the frequency
strongly depend on the magnetic field (notice that plots in Fig. 3.5 are logarithmic). The
real part increases exponentially as the temperature is lowered, while the imaginary part, as
a function of the temperature, has a less clear behavior, being monotonic at large values of B
and having a non-monotic behavior at small values of B.

3.5 Purely magnetic black holes

We now focus on the purely magnetic case, hereafter setting Q = 0. Notice that a background
solution characterized by coupling function, electric charge and magnetic charge {f(φ), Q,B}
is related, via the electromagnetic duality, to the same background solution with {1/f,B,−Q}.
In particular, due to the electromagnetic duality, the charged dilatonic black holes found in
Chapter 2 are also valid magnetic solutions with f → 1/f and B → −Q.

For dyonic AdS-RN black holes, the duality acts on the electromagnetic tensor only

2π

g2
F → ⋆F ≡

√−g
4

ǫµνρσF
ρσdxµ ∧ dxν . (3.42)

Perturbation equations for δF (F = F0 + δF ) are most conveniently written in terms of Ba

and Ea, (cf. Eq. (3.39)) which are the spatial component of δF and of δ ⋆ F respectively.
The electromagnetic duality acts as E → B and B → −E . It follows from Eq. (3.38) that the
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Figure 3.5: Real (left panel) and imaginary (right panel) of the damped cyclotron frequency
ω = ωc + iγ as functions of the temperature for selected values of the magnetic field B/ρ.

duality transforms the conductivities as

σ±(Q,B) → 1

σ±(B,−Q)
. (3.43)

Equation (3.43) has been recently extended to the case of SL(2, R) invariant theories with a
dilaton and an axion [87]. Also in that case, starting from a purely electrical background, a
transformation similar to (3.43) holds

σ±(0,−Q) =
1

σ±(Q, 0)
, (3.44)

which does not explicitly depend on the dilaton and axion fields. Although Eq. 3.44 has
been derived for SL(2, R) invariant theories [87] and the action (3.1) is not invariant under
SL(2, R), nevertheless the same derivation should apply to our case as well. We shall explicitly
confirm this statement below, by computing the conductivity in the purely magnetic case.

3.5.1 Electrical conductivity

Notice that, in the rest of this section, we keep referring to the coupling f(φ) for convenience,
although the duality transformation acts on the action 3.1 by transforming f → h = 1/f . The
real non-minimal coupling for solutions obtained by the duality is h(φ) and not f(φ).

For purely magnetic background, setting A0(r) ≡ 0, Eqs. (3.26)-(3.27) (and those obtained
from them by x↔ y and B ↔ −B) decouple pairwise. Equations for Ax and gty read

A′′
x +A′

x

(

f ′(φ)
f(φ)

φ′ +
g′

g
− χ′

2

)

+ ω2 e
χ

g2
Ax +

iBω

r2g2
eχgty = 0 , (3.45)

g′ty −
2

r
gty −

iBf(φ)

r2ω
ge−χA′

x = 0 , (3.46)
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and those for Ay and gtx can be again obtained by x ↔ y and B ↔ −B. The two equations
above can be written in a single Schroedinger-like equation for A′

x(r), i.e. they are third order
in Ax(r). In fact, we define

Ψ(r) = A′
x(r) =

eχ/2

g(r)
√

f(φ)
Y (r) , (3.47)

and the equation for Y (r) reads

Y ′′(r) +

(

g′

g
− χ′

2

)

Y ′(r) +
eχ

g2
[

ω2 − V (r)
]

Y (r) = 0 , (3.48)

or, equivalently,
Y ′′(z) +

[

ω2 − V (r)
]

Y (z) = 0 , (3.49)

where z is the tortoise coordinate defined by dr/dz = eχ(r)/2/g(r) and the explicit form of the
potential reads

V (r) = g(r)e−χ

{

B2f(φ)

r4
− g

2

f ′

f

[

φ′′ +

(

f ′′

f ′
− 3

2

f ′

f

)

φ′2 +

(

g′

g
− χ′

2

)

φ′
]}

. (3.50)

Interestingly in the equation above, the magnetic field dependence is B2 and the contribution
∝ 1/ω of Eq. (3.46) cancels out, i.e. in the purely magnetic case the limits B → 0 and ω → 0
commute.

For a magnetic AdS-RN black hole (χ ≡ 0 and φ ≡ 0) the potential simply reduces to

VRS = gRS(r)
B2

r4
, (3.51)

and it is positive defined. Moreover VRS = 0 at the horizon and at infinity. From general
quantum mechanics theorems it follows that such a Schroedinger potential does not admit
bound states, i.e. the magnetic AdS-RN black hole is stable. The potential for purely magnetic
dilatonic solutions (obtained via the electromagnetic duality) is shown in Fig. 3.6. Also in this
case the potential is positive defined and the background solution is stable.

3.5.1.a Numerical results

We have computed the conductivity σ+(ω) in a purely electrical background and compared it to
the inverse of the conductivity in a purely magnetic background σ−1

+ (ω) with f(φ) → 1/f(φ).
A representative example is shown in Fig. 3.7. The two functions coincide confirming our
analytical expectations (cf. Eq. 3.44 and Ref. [87]).

Notice that, although the electromagnetic duality straightforwardly relates the conductivities
σ± in an electrical and in a magnetic background, nevertheless the transformation is non-
trivial. In fact, being σ± a complex quantity, the real part of the frequencies σxx and σxy
in the magnetic case turns out to depend both on the real and on the imaginary part of the
frequencies σxx and σxy in the electrical case. Namely, the explicit transformations read

σMxy =
σExy

(σExx)
2 +

(

σExy
)2 , σMxx = − σExx

(σExx)
2 +

(

σExy
)2 , (3.52)
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Figure 3.6: Schroedinger potential for electric perturbations around purely magnetic dilatonic
black holes (cf. Eq. (3.50).

where σM and σE are the electrical conductivities in the magnetic and electrical case, respec-
tively and all the quantities are complex. Therefore the explicit dependence of, say, Re

[

σMxx
]

can be non-trivial. In the left panel of Fig. 3.8 we show the AC conductivity σxx(ω) for a
purely magnetic background solution. From our numerical simulations we can infer the general
behavior

σxy(ω) ≡ 0 , σxx(ω = 0) = 0 , (3.53)

that is, for any temperature, also the off-diagonal component of the DC conductivity is van-
ishing. However, as shown in the left panel of Fig. 3.8, the AC diagonal component has a
maximum whose location and height depend on the temperature. These peaks in the con-
ductivity may signal the excitation of some bound state in the dual field theory. Thus σM ,
although related to σE by the electromagnetic duality, can show some non-trivial features,
which we shall throughly investigate in future works.

3.5.2 Purely magnetic solutions at T = 0

As discussed in Chapter 2, extremal black holes are most conveniently studied using the
following ansatz

ds2 = −λ(r)dt2 + 1

λ(r)
dr2 +H2(r)

(

dx2 + dy2
)

, (3.54)

Purely magnetic background solutions can be again obtained from purely electrical background
solutions discussed Chapter 2, via the electromagnetic duality. In this new ansatz perturbation
equations around dyonic background solutions read

A′′
x +A′

x

(

f ′(φ)
f(φ)

φ′ +
λ′

λ

)

+
ω2

λ2
Ax +

iBω

H2λ2
gty +

A′
0

λ

(

g′tx −
2H ′

H
gtx

)

= 0 , (3.55)

g′tx −
2H ′

H
gtx + f(φ)A′

0Ax +
iBf(φ)

H2ω

[

A′
0gty + λA′

y

]

= 0 , (3.56)
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plus those obtained via x ↔ y and B ↔ −B. As previously discussed, in a purely magnetic
background (A0(r) ≡ 0) perturbation equations decouple and can be written as a Schroedinger
equation. Following the derivation presented in the previous sections, we obtain

Y ′′(z) +
[

ω2 − V (r)
]

Y (z) = 0 , (3.57)

V (r) = λ(r)

{

B2f(φ)

H4
− λ

2

f ′

f

[

φ′′ +

(

f ′′

f ′
− 3

2

f ′

f

)

φ′2 +
g′

g
φ′
]}

. (3.58)

where dr/dz = 1/λ(r) and Y (r) =
√

f(φ)λ(r)Ψ(r). The conductivity as a function of the
frequency at T = 0 is shown in the right panel of Fig. 3.8.

3.6 Discussion

In this and in the previous chapter we have discussed in considerable detail charged dilatonic
black branes arising from the model (3.1) and phase transitions between these and AdS-RN
solutions. While in Chapter 2 we focused on purely electrical branes both at finite and van-
ishing temperature, in this chapter we have investigated the inclusion of a constant magnetic
field.

Thermodynamical properties of dilatonic black branes and AdS-RN black branes are quite
different. For example at zero temperature, DDBHs have zero entropy, whereas AdS-RN black
holes have a finite (and large) entropy. Nevertheless, we found that the scalar condensate does
not affect the dual response to the magnetic field. In particular some transport properties of
the dual theory, such as the Hall effect, are independent from the condensate, i.e. they are

59



3.6 Discussion

0 20 40 60 80 100
ω/T

1

2

3

4

5

6

σ xx
(ω

)

T=0.17 Tc
T=0.3 Tc
T=Tc

f(φ)=cosh(2φ)

0 10 20 30 40 50
ωB

0.4

0.8

1.2

1.6

2.0

σ xx
(ω

)

T=0

f(φ)=cosh(αφ)

Figure 3.8: Left: AC conductivity in a purely magnetic background for several values of T/Tc
and for f(φ) = cosh(2φ). Right: AC conductivity σxx for a purely magnetic dilatonic black
hole at T = 0. The off-diagonal component vanishes, i.e. σxy ≡ 0. The magnetic solution
is obtained via the electromagnetic duality from the purely electric dilatonic black hole with
f(φ) = cosh(φ/

√
3).

the same for DDBHs and for AdS-RN black branes. Other properties, such as the presence of
cyclotron resonances, do not change qualitatively. When a magnetic field is switched on, the
DC conductivities read σxx = 0 and σxy = ρ/B at any temperature and regardless the scalar
condensate. This prevents further investigations of the Drude peak and of the Kondo-like
effect, which were observed in Chapter 2 and are reminiscent of a metallic behavior.

In fact the picture emerging from this chapter is more similar to a strongly coupled charged
plasma, which behaves quite independently from the scalar condensate [87]. The model with
f(φ) ∼ eαφ is consistent with this picture at T ∼ 0 [87]. Our model behaves very similarly at
T ∼ 0, because near the horizon φh → ∞ at T = 0 and f(φh) = cosh(αφh) ∼ eαφh . Since the
near-horizon geometry dominates the dynamics of linear perturbations, the zero temperature
model loses the details arising from the quadratic expansion (3.2).

However, as discussed in Chapter 2, the model (3.1) is richer at finite temperature and it
shows a metallic behavior when B = 0. Finally, at B 6= 0, the properties of the dual field
theory are largely independent from the details of the model and, even at T > 0, they are
similar to those of a charged plasma. Remarkably, the model at hand seems to interpolate
between a metallic and a charged plasma behavior, depending on the temperature and on the
magnetic field. This speculation is intriguing and undoubtedly worth pursuing.
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Chapter 4

Breit-Wigner resonances and the
quasinormal modes of anti-de Sitter
black holes

The purpose of this short communication is to show that the theory of Breit-Wigner
resonances can be used as an efficient numerical tool to compute black hole quasinormal
modes. For illustration we focus on the Schwarzschild anti de Sitter (SAdS) spacetime.
The resonance method is better suited to small SAdS black holes than the traditional
series expansion method, allowing us to confirm that the damping timescale of small
SAdS black holes for scalar and gravitational fields is proportional to r−2l−2

+ , where r+ is
the horizon radius. The proportionality coefficients are in good agreement with analytic
calculations. We also examine the eikonal limit of SAdS quasinormal modes, confirming
quantitatively Festuccia and Liu’s [92] prediction of the existence of very long-lived modes
in asymptotically AdS spacetimes. Our results are particularly relevant for the AdS/CFT
correspondence, since long-lived modes presumably dominate the decay timescale of the
perturbations.
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4.1 Introduction

It is well known that quasi-bound states manifest themselves as poles in the scattering ma-
trix, and as Breit-Wigner resonances in the scattering amplitude. Chandrasekhar and Ferrari
made use of the form of the scattering cross section near these resonances in their study of
gravitational-wave scattering by ultra-compact stars [93, 94]. In geometrical units (c = G = 1),
the Regge-Wheeler potential V (r) describing odd-parity perturbations of a Schwarzschild black
hole (BH) of mass M has a peak at r ∼ 3M . Constant-density stellar models may have a
radius R/M < 3 (but still larger than the Buchdal limit, R/M > 2.25). When R/M . 2.6,



4.2 Quasi-bound states in SAdS black holes

the radial potential describing odd-parity perturbations of the star (which reduces to the
Regge-Wheeler potential for r > R) displays a local minimum as well as a maximum. If this
minimum is sufficiently deep, quasi-stationary, “trapped” states can exist: gravitational waves
can only leak out to infinity by “tunneling” through the potential barrier. Since the damping
time of these modes is very long, Chandrasekhar and Ferrari dubbed them “slowly damped”
modes [93].

For trapped modes of ultra-compact stars the asymptotic wave amplitude at spatial infinity
Ψ ∼ α cosωr + β sinωr has a Breit-Wigner-type behavior close to the resonance:

α2 + β2 ≈ const
[

(ω − ωR)
2 + ω2

I

]

, (4.1)

where ω−1
I is the lifetime of the quasi-bound state and ω2

R its characteristic “energy”. The
example of ultra-compact stars shows that the search for weakly damped quasinormal modes
(QNMs) corresponding to quasi-bound states (ω = ωR − iωI with ωI ≪ ωR) is extremely
simplified. We locate the resonances by looking for minima of α2 + β2 on the ω = ωR line,
and the corresponding damping time ωI can then be obtained by a fit to a parabola around
the minimum [93, 94].

Here we show that this “resonance method” can be used very successfully in BH spacetimes.
The resonance method is particularly valuable in studies of asymptotically AdS BHs. The
QNM spectrum of AdS BHs is related to thermalization timescales in a dual conformal field
theory (CFT), according to the AdS/CFT conjecture [95]. Analytic studies of wave scattering
in AdS BHs have previously hinted at the existence of resonances (see Fig. 9 in Ref. [96]); here
we show that these are indeed Breit-Wigner resonances.

Various analytic calculations recently predicted the existence of long-lived modes in asymp-
totically AdS BH spacetimes [97, 92, 98]. These modes will presumably dominate the BH’s
response to perturbations, hence the thermalization timescale in the dual CFT. Since their
existence may be very relevant for the AdS/CFT conjecture, we decided to investigate numer-
ically these long-lived modes. In Section 4.2 we confirm the existence of quasi-bound states
for small SAdS BHs, first predicted by Grain and Barrau [97], partially correcting some of
their predictions. In Section 4.3 we re-analyze the eikonal limit of SAdS QNMs studied by
Festuccia and Liu [92], finding excellent agreement with their calculations.

It may be useful to point out that a different but intimately related method (the complex
angular momentum approach, a close kin of the theory of Regge poles in quantum mechanics)
has been used in the past to study QNMs in asymptotically flat BH spacetimes [99, 100, 101].
Some aspects of the relation between the resonance method and the theory of Regge poles are
illustrated, for example, in Ref. [94].

4.2 Quasi-bound states in SAdS black holes

In this chapter we will focus on SAdS BHs in four spacetime dimensions, but our results are
trivially extended to higher dimensions. Scalar (s = 0), electromagnetic (s = 1) and vector-
type (or Regge-Wheeler) gravitational perturbations (s = 2) of SAdS BHs are governed by a
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second-order differential equation for a master variable Ψ [95, 102]:

f2
d2Ψ

dr2
+ ff ′

dΨ

dr
+
(

ω2 − Vl,s
)

Ψ = 0 , (4.2)

Vl,s = f

[

l(l + 1)

r2
+ (1− s2)

(

2M

r3
+

4− s2

2L2

)]

, (4.3)

where f = r2/L2+1−r0/r, L is the AdS radius, r0 is related to the horizon radius r+ through
r0/L = (r+/L)

3 + r+/L, and we assume that the perturbations depend on time as e−iωt. As
usual, we define a “tortoise” coordinate r∗ by the relation dr/dr∗ = f (so that r∗ → −∞ as
r → r+) .
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Figure 4.1: Potential for scalar field (s = 0) perturbations of a SAdS background with l = 0.
Different lines refer to different values of r+/L. A potential well develops for small BHs
(r+/L < 1).

The potential for scalar-field perturbations of SAdS BHs is shown in Fig. 4.1 for different
values of r+/L, ranging from “large” BHs with r+/L ∼ 104 to “small” BHs with r+/L ∼ 10−4.
Notice how a potential well of increasing depth and width develops in the small BH limit
(r+/L≪ 1).

Close to the horizon, where the potential Vl,s → 0, we require ingoing-wave boundary
conditions:

Ψ ∼ e−iωr∗ , r∗ → −∞ (r → r+) . (4.4)

Near spatial infinity (r → ∞) the asymptotic behavior is

Ψs=0 ∼ Ar−2 +Br , Ψs=1, 2 ∼ A/r +B . (4.5)

Regular scalar-field perturbations should have B = 0, corresponding to Dirichlet boundary
conditions at infinity. The case for electromagnetic and gravitational perturbations is less
clear, and there are indications that Robin boundary conditions may be more appropriate
in the context of the AdS/CFT correspondence [103, 104, 105, 106]. With this caveat, most
calculations in the literature assume Dirichlet boundary conditions, so we choose to work with
those.
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4.2 Quasi-bound states in SAdS black holes

In general, a solution with the correct boundary conditions at infinity behaves near the
horizon (r∗ → −∞) as

Ψ ∼ Aine
−iωr∗ +Aoute

iωr∗ ∼ α cosωr∗ + β sinωr∗ , (4.6)

with α = Aout+Ain , β = i(Aout −Ain). For increased numerical accuracy, in our calculations
we use a higher-order expansion of the form

Ain(1 + a(r − r+))e
−iωr∗ +Aout(1 + a∗(r − r+))e

iωr∗ , (4.7)

with

a =
2l(l + 1) + (s2 − 1)

(

(s2 − 6)r2+/L
2 − 2

)

(2r+/L)(1 + 3r2+/L
2 − 2iωr+)

. (4.8)

The problem is analogous to axial gravitational-wave scattering by compact stars, as long
as we replace the “outgoing-wave boundary condition at infinity” in the stellar case by an
“ingoing-wave boundary condition at the horizon” in the SAdS case (compare our Fig. 4.1
with Fig. 1 in Ref. [93]). Quasi-bound states for the potential (4.3) should show up as Breit-
Wigner resonances of the form (4.1) for real ω.
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Figure 4.2: A plot of α2 + β2 for scalar field SAdS perturbations with l = 0, r+/L = 10−2.
Resonances are seen when ωR ≃ 3+2n, i.e. close to the resonant frequencies of the pure AdS
spacetime. In the inset we show the behavior near the minimum, which allows us to extract
the decay time by a parabolic fit.

Fig. 4.2 shows a typical plot of α2 + β2 as a function of ωRL. The pronounced dips
correspond to the location of a resonance, ω = ωR, and the inset shows a zoomed-in view of
one such particular resonance. Once a minimum in α2 + β2 is located, the imaginary part ωI

can be found by a parabolic fit of α2+β2 to the Breit-Wigner expression (4.1). Alternative (but
equivalent) expressions are ωI = −β/α′ = α/β′, where a prime stands for the derivative with
respect to ωR, evaluated at the minimum [93, 94]. We used these three different expressions to
estimate numerical errors in the computed quasinormal frequencies. In the next subsections
we briefly report on our results for s = 0 and s = 2, respectively.
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4.2.1 Scalar field perturbations

The series solution method presented by Horowitz and Hubeny [95] was used by Konoplya in
Ref. [107] to compute quasinormal frequencies of small SAdS BHs. The series has very poor
convergence properties for r+/L < 1, and QNM calculations in this regime take considerable
computational time. As seen in Fig. 4.1, the potential for small SAdS BHs is able to sustain
quasi-bound states, so we expect the resonance method to be well adapted to the study of
small BHs.

Table 4.1: The fundamental l = 0 QNM frequencies for small SAdS BHs for selected values of
r+/L. The series solution data is taken from Ref. [107]. In the table, δωR L ≡ 3− ωR L.

series resonance
L/r+ δωR L

2/r+ ωI L
3/r2+ δωR L

2/r+ ωI L
3/r2+

12 3.064 9.533 2.992 9.662
20 2.922 7.720 2.912 7.840
30 2.805 6.660 2.802 6.714
50 2.700 5.952
100 2.610 5.471
200 2.580 5.266
500 2.560 5.158
1000 2.554 5.125
2000 2.550 5.109
5000 2.550 5.100

In Table 4.1 we list QNMs for l = 0 scalar field perturbations and for different BH sizes,
comparing (where possible) results from the resonance method with Konoplya’s series expan-
sion calculation. A cubic fit of our data for L/r+ > 30 yields ωI L = 5.00r2+/L

2+47.70r3+/L
3,

a quartic fit yields ωI = 5.09(r+/L)
2 + 33.59(r+/L)

3 + 485.09(r+/L)
4, and fits with higher

order terms basically leave a and b unchanged with respect to the quartic fit. The numerical
results are consistent with Horowitz and Hubeny’s prediction that ωI ∝ r2+, and they are
in very good agreement with analytic predictions by Cardoso and Dias [108], who derived a
general expression for the resonant frequencies of small BHs in AdS for MωR ≪ 1 regime.
Setting a = 0 in Eq. (33) of Ref. [108], their result is

Lω = l + 3 + 2n− iωIL , (4.9)

where n is a non-negative integer and

ωI L ≃ −γ0
[

(l + 3 + 2n) (r+/L)
2l+2

]

/π , (4.10)

γ0 ≡
2−1−6l (l!)2 Γ [−l− 1/2]2 Γ [5 + 2l + 2n]

(3 + 2n)(3 + 2l + 2n)Γ [l + 1/2]2 Γ [2 + 2n]
.

For l = n = 0 one gets ωI = 16(r+/L)
2/π ∼ 5.09(r+/L)

2, in excellent agreement with the
fits. For general l Eq. (4.9) predicts an r2+2l

+ dependence, in agreement with our results
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4.2 Quasi-bound states in SAdS black holes

for l = 0, 1, 2. Moreover we find excellent agreement with the proportionality coefficient
predicted by Eq. (4.10). Higher overtones are also well described by Eqs. (4.9) and (4.10).

Our results show that the resonant frequency ωR always approaches the pure AdS value in
the small BH limit, generally confirming the analysis by Grain and Barrau [97]. However our
numerics disagree with Grain and Barrau’s semi-classical calculation of the monopole mode
(l = 0). We find that all modes including the monopole reduce to pure AdS in the small BH
limit. More precisely, as r+/L→ 0 we find

ωR L = l + 3 + 2n− kln r+/L , n = 0, 1, 2, . . . (4.11)

with kl0 ∼ 2.6, 1.7, 1.3 for l = 0, 1, 2 , respectively.
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Figure 4.3: Track traced in the complex plane (ωRL,ωIL) by the fundamental l = 0, 1 scalar
field QNM frequencies as we vary the BH size r+/L. Counterclockwise along these tracks we
mark by circles and diamonds the frequencies corresponding to decreasing decades in r+/L
(r+/L = 102, 101, 100, 10−1, ...).

Our results for scalar field perturbations are visually summarized in Fig. 4.3, where we
combine results from the resonance method and from the series solution (compare e.g. Fig. 1
of Ref. [109]). Modes with different l coalesce in the large BH regime (top-right in the plot),
as long as l ≪ r+/L. As shown in Fig. 4.1, the potential for small SAdS BHs develops a
well capable of sustaining quasi-stationary, long-lived modes. It should not be surprising that
small and large BH QNMs have such a qualitatively different behavior.

4.2.2 Gravitational perturbations

We have also searched for the modes of Regge-Wheeler or vector-type gravitational pertur-
bations. The potential (4.3) for gravitational perturbations of small BHs does not develop a
local minimum. Nevertheless it develops a local maximum which, when imposing Dirichlet
boundary conditions [see the discussion following Eq. (4.5)] can sustain quasi-bound states.
For this reason we expect the resonance method to be useful also in this case.
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For small BHs our numerical results agree with the following analytic estimate, derived
under the assumption that MωR ≪ 1 [110]:

ωI L ≃ −γ2 (l + 2 + 2n) (r+/L)
2l+2 , (4.12)

with

γ2 ≡
(l + 1)(2 + l + 2n) Γ [1/2− l] Γ [l]3 Γ [3 + l] Γ [2(2 + l + n)]

(l − 1)2(2n)!Γ [l + 3/2] Γ [2l + 1] Γ [2l + 2] Γ [−1/2 − l − 2n] Γ [7/2 + l + 2n]
.(4.13)

For n = 0 and l = 2 this implies ωI = 1024(r+/L)
6/45π ≃ 7.24(r+/L)

6, while a fit of the
numerics yields ωI ∼ 7.44(r+/L)

6. Again, ωR L approaches the pure AdS value in the limit
r+/L → 0:

ωR L = l + 2 + 2n− kln r+/L , n = 0, 1, 2, . . . (4.14)

For the fundamental l = 2 mode we find k20 ∼ 1.4.

4.3 Long-lived modes in the eikonal limit

A recent study of the eikonal limit (l ≫ 1) of SAdS BHs suggests that very long-lived modes
should exist in this regime [92]. Define rb > rc to be the two real zeros (turning points) of
ω2
R−p2f/r2 = 0. Then the real part of a class of long-lived modes in four spacetime dimensions

is given by the WKB condition

2

∫ ∞

rb

√

r2ω2
R − p2f

rf
dr = π (2n+ 5/2) , (4.15)

where p = l + 1/2. Their imaginary part is given by

ωI =
γΓ

8ωR
, log Γ = 2i

∫ rc

rb

√

r2ω2
R − p2f

rf
dr . (4.16)

The prefactor γ, not shown in Ref. [92], can be obtained by standard methods [111, 112] with
the result

γ =





∫ ∞

rb

cos2 χ
√

ω2
R − p2f/r2

dr

f





−1

, (4.17)

χ ≡
∫ ∞

r

√

ω2
R − p2f/r2

dr

f
− π

4
.

The resonance method is well suited to analyze the eikonal limit, especially for small BHs
(for large BHs the existence of a dip in the potential well requires very large values of l, which
are numerically hard to deal with). In Table 4.2 we compare the WKB results against numer-
ical results from the resonance method. Unfortunately machine precision limitations do not
allow us to extract extremely small imaginary parts. The agreement with the WKB condition
of Ref. [92] is remarkable, even for relatively small values of l. Our numerics conclusively con-
firm the existence of very long-lived modes in the SAdS geometry, but the numerical results
for the damping timescales disagree by orders of magnitude with the corresponding results by
Grain and Barrau [97]. A reanalysis of the assumptions implicit in their method would be
useful to understand the cause of this disagreement.
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Table 4.2: The QNM frequencies for a r+/L = 0.1 BH for selected values of l, and comparison
with the corresponding WKB prediction.

WKB resonance
(l, n) ωRL logωIL ωRL log ωIL

3,0 5.8668 -16.40 5.8734 -17.03
3,1 7.6727 -12.61 7.6776 -12.97
3,2 9.4189 -9.40 9.4219 -9.60
4,0 6.8830 -22.13 6.8889 -22.84
4,1 8.7139 -18.30 8.7184 -18.41
4,2 10.4960 -14.65 10.4996 -14.72
5,0 7.8945 -28.64 7.8997 -28.76
5,1 9.7426 -23.97 9.7466 -24.02
5,2 11.5482 -20.03 11.5516 -20.06

4.4 Conclusions and outlook

The method described here provides a reliable and accurate alternative to the series solu-
tion method [95], to be used in regimes where the former has poor convergence properties.
Together, the two methods allow an almost complete characterization of the spectrum of
BHs in AdS backgrounds, encompassing both small and large BHs. As an application of the
method, we have explicitly confirmed the existence of the weakly damped modes predicted by
Refs. [97, 92].

Extensions of the resonance method to higher-dimensional [95] and charged geometries [109,
113] should be trivial. Our techniques may be useful to verify the existence of the highly-real
modes predicted by Ref. [98]. Finally, it would be interesting to investigate whether the
resonance method described here is of any use to investigate the eikonal limit of QNMs in
asymptotically flat BH spacetimes.
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Chapter 5

Scalar hairs and exact vortex
solutions in 3D AdS gravity

We investigate three-dimensional (3D) Anti-de Sitter (AdS) gravity coupled to a com-
plex scalar field φ with self-interaction potential V (|φ|). We show that the mass of static,
rotationally symmetric, AdS black hole with scalar hairs is determined algebraically by the
scalar charges. We recast the field equations as a linear system of first order differential
equations. Exact solutions, describing 3D AdS black holes with real spherical scalar hairs
and vortex-black hole solutions are derived in closed form for the case of a scalar field
saturating the Breitenlohner-Freedman (BF) bound and for a scalar field with asymptotic
zero mass. The physical properties of these solutions are discussed. In particular, we
show that the vortex solution interpolates between two different AdS3 vacua, correspond-
ing respectively to a U(1)-symmetry-preserving maximum and to a symmetry-breaking
minimum of the potential V .
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5.1 Introduction

One of the most striking features of black hole solutions in any space-time dimension is their
uniqueness. Typically, they are characterized by a bunch of parameters, which are asymptotic
charges associated with global symmetries of the solution. One question that has been debated
since a long time is the uniqueness of black hole solutions in the presence of scalar fields. The
issue is rather involved and a precise formulation of the no-hair conjecture, i.e the absence
of nontrivial scalar field configurations in a black hole background, has not yet been given



5.1 Introduction

[13, 114, 115]. In this context the relevant question concerns not only the presence of scalar
hairs but also the possibility of having scalar charges independent from the black hole mass.

In recent years the investigation on black hole solutions with scalar hairs has been mainly
focused on asymptotically AdS solutions [116]. The obvious reason behind such interest is the
anti-de Sitter/conformal field theory (AdSd/CFTd−1) correspondence. The dynamics of scalar
fields in the AdSd background gives crucial information about the dynamics of the dual (d−1)-
dimensional field theory. For instance, scalar hair configuration may interpolate between two
different AdS geometries (one asymptotic and the other near-horizon) [117] similarly to what
happens for charged AdS black holes [118, 119, 120].

An other important example is given by the recently discovered holographic superconduc-
tors [19, 47]. It is exactly a nontrivial scalar hair black hole solution of four-dimensional (4D)
AdS gravity that breaks the U(1) symmetry and is responsible for the superconducting phase
transition in the dual three-dimensional (3D) field theory.

No-hair theorems for asymptotically AdSd black hole have been discussed in Ref. [116] for
the case d > 3 . In that paper Hertog has shown that AdS black hole solutions with spherical
scalar hairs can only exist if the positive energy theorem is violated. He was also able to
construct numerical black hole solution with scalar hairs [116]. This result has played an
important role for the development of holographic superconductors. In fact, the existence of
4D black holes dressed with a scalar hair is a necessary condition for having a phase transition
in the dual theory.

In this chapter we will consider the d = 3 case. We will investigate the existence of black
hole solutions with spherical scalar hairs in 3D AdS spacetime. Because three spacetime
dimensions may allow for topologically non trivial global vortex configuration for the scalar
field, we consider the case of a complex scalar field. The interest for global vortex solutions is
not only motivated by the search for nontrivial scalar hairs. The study of black holes formed
by global vortex is interesting by itself, as a particular case of black hole solutions supported by
solitons. This kind of solutions may have some relevance in cosmology (as viable cosmic string
candidates [121]), in the context of the AdS/CFT correspondence as nonperturbative 3D bulk
solutions interpolating between different AdS vacua [117] and also as possible gravitational
duals of condensed matter systems [122].

As a first step we analyze the dynamics of a complex scalar field φ with an arbitrary
potential V (|φ|) in AdS3 . We demonstrate a theorem stating that for static, rotationally
symmetric black hole solutions with scalar hairs the black hole mass is determined algebraically
by the scalar charges. As a second step we show that the field equations can be recast in the
form of a system of first order linear differential equations for the scalar potential V and the
spacetime metric. In principle, this allows us to find exact solutions of the field equations once
the form of the scalar field is fixed. We use this method to find exact black hole solutions
with spherical scalar hairs (both real and vortex-like) in the case of a scalar field saturating
the BF bound [64] and for a scalar field with zero mass. These dressed black hole solutions
are completely characterized by a scalar charge c and a vortex winding number n, the black
hole mass being determined by c and n.

In the case of a scalar field saturating the BF bound, the potential V (|φ|) has a W ,
Higgs-like, form and a global U(1) symmetry. We find that the black hole-vortex solutions
interpolates between two AdS3 geometries with different AdS lengths. Choosing appropri-
ately the parameters of the potential these AdS3 geometries correspond respectively to the
U(1)-symmetry-preserving maximum and to the symmetry-breaking minimum of the Higgs
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potential.
The structure of the chapter is as follows. In Sect 2. we discuss the dynamics of a complex

scalar field in 3D AdS spacetime. In Sect. 3. we discuss no-hair theorems and prove the
theorem stating that the mass of AdS3 black holes with spherical scalar hairs is determined
by c and n. In Sect. 4 we recast the field equations in linear form. In Sect. 5 we derive and
discuss exact solutions of our system describing AdS3 black holes endowed with a real scalar
hair saturating the BF bound. We also investigate their thermodynamics and show that their
free energy is always higher then the free energy of the Bañados-Teitelboim-Zanelli (BTZ)
black hole [123]. In Sect. 6 we derive and discuss exact black hole-vortex solutions obtained
for two different choices of the scalar field profile (|φ| = c/r and |φ| = c/r2 ) and discuss the
linear stability of the BTZ background. Finally in Sect. 7 we present our concluding remarks.

5.2 Dynamics of a complex scalar field in 3D AdS spacetime

Let us consider 3D Einstein gravity coupled to a complex scalar field φ:

I =
1

2π

∫

d3x
√−g

[

R− V (|φ|) − 1

2
∂µφ̄∂

µφ

]

, (5.1)

where V (|φ|) is the potential for the scalar and for convenience we set the 3D gravitational
constant G equal to 1

8 . The action (5.1) is invariant under global U(1) transformations acting
on the scalar field as φ → eiβφ. We are only interested in solutions for the 3D metric that
are spherically symmetric and asymptotically AdS. Therefore, we require that V has a local
extremum at φ = 0 (corresponding to r = ∞), such that

V (0) = − 2

L2
, (5.2)

where L is the AdS length. For a scalar field in the AdSd spacetimes stability of the asymptotic
solution does not necessarily requires φ = 0 to be a minimum. Only the weaker BF bound,
m2L2 ≥ −(d−1)2/4, involving the squared mass m2 = V ′′(0) of the scalar (the prime denotes
derivation with respect to |φ|), must be satisfied. The scalar field must behave asymptotically
as a

ϕ =
c−
rλ−

+
c+
rλ+

+ ..., (5.3)

where λ± = 1
2

(

d− 1±
√

(d− 1)2 + 4m2L2
)

.

The field equations following from the action (5.1) are,

Rµν − gµνV (|φ|)− 1

4
∂µφ̄∂νφ− 1

4
∂µφ∂ν φ̄ = 0,

1

2
√−g ∂µ(

√−g∂µφ̄)− ∂V (|φ|)
∂φ

= 0,

1

2
√−g ∂µ(

√−g∂µφ)− ∂V (|φ|)
∂φ̄

= 0. (5.4)

aWhen the BF bound is saturated the asymptotic behavior of the scalar field may involve a logarithmic
branch, whose back reaction also modifies the asymptotic behavior of the metric [124]. However, throughout
this chapter we will not consider this logarithmic branch.
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We are interested in static, spherically symmetric solutions of these equations, therefore
we choose the following ansatz for the metric:

ds2 = −e2f(r)dt2 + e2h(r)dr2 + r2dθ2. (5.5)

The most general form of the complex scalar compatible with spherical symmetry of the met-
ric is given in terms of a real modulus field ϕ(r) depending only on r and a phase depending
linearly on θ. This is a consequence of the global U(1) symmetry of the action (5.1). For topo-
logically nontrivial spacetimes the phase becomes physically relevant and the proportionality
factor is quantized. We will therefore use for φ the ansatz for static global vortices:

φ(r, θ) = ϕ(r)einθ, (5.6)

where n is the winding number of the vortex.

Using Eqs. (5.5) and (5.6) in the field equations (5.4) we obtain:

V +
1

r
e−2hḟ + e−2hḟ2 − e−2hḟ ḣ+ e−2hf̈ = 0

−V +
1

r
e−2hḣ− e−2hḟ2 + e−2hḟ ḣ− e−2hf̈ − 1

2
e−2hϕ̇2 = 0

−V − 1

r
e−2hḟ +

1

r
e−2hḣ− 1

2

n2

r2
ϕ2 = 0

−V ′ + e−2h

(

1

r
+ ḟ − ḣ

)

ϕ̇+ e−2hϕ̈− n2

r2
ϕ = 0, (5.7)

where the dot indicates the derivative with respect to the radial coordinate r. Only three of
the four Eqs. in (5.7) are independent. For φ 6= const. the system can be drastically simplified
by combining the first and second equation and multiplying the fourth by ϕ̇,

ḣ+ ḟ =
1

2
rϕ̇2

ḣ− ḟ = r

(

V +
1

2

n2

r2
ϕ2

)

e2h

e−2h

[(

1

r
+ ḟ − ḣ

)

ϕ̇2 + ϕ̇ϕ̈

]

− 1

2

n2

r2
˙(ϕ2)− V̇ = 0 (5.8)

5.3 Scalar hairs

In this section we will discuss no-hair theorems for the black solutions of 3D AdS gravity
coupled with a scalar field. The field equations (5.7) admit as solution the BTZ black hole.
This is obtained by setting ϕ = 0. Requiring that V ′(0) = 0 and using Eq. (5.2), one easily
finds:

e2f = e−2h =
r2

L2
−M, (5.9)

where M is the black hole mass. One important question one can ask concerns the existence
of 3D AdS black holes with scalar hairs, i.e. solutions of the system (5.8) with a non-constant
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scalar, ϕ 6= const. Furthermore, assuming such black holes with scalar hairs to exist, one
would also like to know whether the scalar charges c± (see Eq. (5.3)) are independent from
the black hole mass M .

In the 4D case it has been shown that the existence of AdS black holes with scalar hairs is
crucially related with the violation of positive energy theorem [116]. Generically, this will be
also true for the 3D case. Therefore, we expect black holes with scalar hairs to exist when the
scalar mass squared m2 becomes negative. In the next sections we will derive in closed form,
exact black hole solutions with scalar hairs in the case of m2 saturating the BF bound and
for m2 = 0. In this section we will be concerned with the second part of the question above.
We will show that the following theorem holds:

If we couple 3D AdS gravity with a complex scalar field, the mass of static, rotationally
symmetric solutions of the theory is determined algebraically by the scalar charges c± and by
the winding number n.

In order to demonstrate this theorem we first solve for e2f the system (5.8). One easily
finds,

e2f = a0e
∫

drrϕ̇2

[

V̇ + r

(

V +
1

2

n2

r2
ϕ2

)

ϕ̇2 +
1

2

n2

r2
˙(ϕ2)

](

1

r
ϕ̇2 + ϕ̈ϕ̇

)−1

, (5.10)

where a0 is an integration constant, which can be scaled away by a rescaling of the time
coordinate t. Because the gtt component of the metric is a function of V, ϕ, n the mass of the
solution is determined by c±, n. This can be explicitly verified using in the previous equation
the asymptotic expansion for the scalar field (5.3) and that for gtt,

e2f =
r2

L2
−M +O(

1

r
), (5.11)

one immediately finds thatM is determined, algebraically, by c± and n. If only a single fall-off
mode for the scalar (only one independent scalar charge c) is present in Eq. (5.3), the black
hole mass M is completely determined by the scalar charge c and by the winding number n.

5.4 Linear form of the field equations

In order to find exact solutions of the system (5.8) one has to choose a form of the potential
V (ϕ) for the scalar field. Alternatively, one can choose a form for the scalar field ϕ(r) and
solve (5.8) in terms of h(r), f(r), V (r). This method has two main advantages. It allows to
fix from the beginning the asymptotic behavior of the field ϕ. The field equations (5.8) can
be rewritten in the form of a system of first order linear differential equations. This can be
achieved introducing in Eqs. (5.8) the new variables S,Z

S = αe−2h, Z = α(V +
1

2

n2

r2
ϕ2 − Y0), (5.12)

where α(r) = e
∫

drrϕ̇2
and Y0 is a solution of the equation Ẏ0 + rϕ̇2Y0 +

n2

r3ϕ
2 = 0. After

eliminating f and using Eqs. (5.12), the second and third equations in (5.8) can be written
in the form

Ṡ − p(r)S + rZ + q(r) = 0, Ż − g(r)S = 0, (5.13)
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where p(r) = 1
2r(ϕ̇)

2, q(r) = rαY0, g(r) = 1
2r2 (d/dr)(r

2ϕ̇2). This is a first order system of
linear differential equations, which allows to determine the potential V and the metric function
h once ϕ(r) is given. The metric function f then follows just by integrating the first equation
in (5.8).

Although this method for solving Eq. (5.8) can be used for a generic ϕ(r), in this chapter
we will mainly apply it to the case of a scalar field that saturates the BF bound in 3D, this
implies λ+ = λ− = 1, m2 = −1/L2 = m2

BF , i.e
a

ϕ =
c

r
, V ′′(0) =

1

2
V (0). (5.14)

In the next sections we will derive in closed form exact black hole and vortex solutions cor-
responding a scalar field given by Eq. (5.14). We will also briefly consider solutions of Eqs.
(5.8) in the case of scalar field with m2 = 0, i.e for ϕ = c/r2.

5.5 Black hole solutions with real scalar hairs

For a real scalar field, i.e. for n = 0, and ϕ given by Eq. (5.14) the method described in the
previous section allows us to find the following solution of the system (5.8),

V (ϕ) = −2λ1e
ϕ2

2 +
λ1
2
ϕ2e

ϕ2

2 − 2λ2e
ϕ2

4 ,

e−2h = r2e
c2

4r2

(

λ1e
c2

4r2 + λ2

)

,

e2f = e−
c2

2r2 e−2h. (5.15)

where λ1,2 are parameters entering in the potential. They define the cosmological constant of
the AdS spacetime. In fact using Eq. (5.2) one finds

L−2 = λ1 + λ2. (5.16)

Thus, AdS solution exist only for λ1 > −λ2. For λ1 > 0 the potential has the W form
typical of Higgs potentials. The maximum of the potential, corresponds to an AdS3 vacuum
with ϕ = 0 and V (0) = −2/L2. It preserves the global U(1) symmetry of the action (5.1).
Conversely, the minimum of the potential corresponds to an other AdS3 vacuum with ϕ = ϕm

and a different AdS length l, −2l−2 = V (φm). This vacuum breaks spontaneously the U(1)
symmetry of the action (5.1). The shape of the potential for λ1 > 0 is shown in figure 1 (left).

For λ1 < 0 the potential has only the symmetry preserving maximum at ϕ = 0 and no
symmetry breaking minima. The shape of the potential for λ1 < 0, λ2 > 0, λ2 > |λ1| is shown
in figure 1 (right).

Let us now consider the metric part of the solution (5.15). The solution describes a black
hole only for λ1 < 0, λ2 > 0, which in view of Eq. (5.16) requires λ2 > |λ1|. As expected, the
black hole mass M is determined in terms of the scalar charge c by the asymptotic expansion
(5.11) of e2f ,

M =
λ2c

2

4
. (5.17)

a We do not consider the logarithmic branch (see footnote 1)
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Figure 5.1: Left. The form of the potential V (ϕ) for the case λ1, λ2 > 0. The picture
shows the potential for λ1 = λ2 = 1. Right. The form of the potential V (ϕ) for the case
λ1 < 0, λ2 > 0, λ2 > |λ1|. The picture shows the potential for λ1 = −1, λ2 = 2.

The event horizon is located at

rh = γ
√
M, γ =

[

λ2 ln(−
λ2
λ1

)

]− 1
2

. (5.18)

r = 0 is a curvature singularity with the scalar curvature behaving as R ∼ exp(2M/(r2λ2))/r
4.

For λ1 > 0 the solution (5.15) describes a naked singularity. Because black hole solutions
exist only in the range of parameters for which the potential V has no minima, it follows that
there is no n = 0 black hole solution interpolating between the U(1)-symmetry preserving
vacuum at ϕ = 0 and the symmetry breaking vacuum at ϕ = ϕm. The symmetry-preserving
and the symmetry-breaking vacua seem therefore gravitationally disconnected. Black hole
solutions with scalar hairs exist only for the potential shown in right hand side of figure 1.

It is also interesting to have a short look at the thermodynamics of the black hole described
by the solution (5.15). Temperature and entropy are given by

T =
1

2γπ

√
M, S = 4πγ

√
M, (5.19)

where γ has been defined in Eq. (5.18). One can easily show that M,T, S satisfy the first
principle, dM = TdS. The thermodynamical behavior of our black hole follows closely that of
the BTZ black hole, which is given by the same equations (5.19) with γ = L. If we compute
the free energy of the BTZ black hole and that of the scalar-hair black hole (5.15) one finds
respectively:

FBTZ = −4πL2T 2, FSH = −4πγ2T 2. (5.20)

Because in the range of existence of the black hole solutions (λ2 > |λ1|), we have always
γ < L, it follows that FSH > FBTZ . This is consistent with the stability the BTZ black
hole in the presence of a real scalar field with mass satisfying the BF bound and with the
interpretation of the scalar hair solution (5.15) as an excitation of AdS3.
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5.6 Vortex solutions

Before considering vortex-like, black hole solutions, let us first consider the vacuum, n = 0,
solutions of a model with a potential for the scalar of the form:

V (ϕ) = −4Λ2 − Λ2ϕ2 − Λ2

2
ϕ4 − 2λ1e

ϕ2

2 +
λ1
2
ϕ2e

ϕ2

2 − 2λ2e
ϕ2

4 , (5.21)

where Λ, λ1 > 0, λ2 < 0 are parameters. Also in this case the maximum of the potential,
corresponds to a AdS3, U(1)-symmetry preserving vacuum, with ϕ = 0 and

V (0) = − 2

L2
1

= −4Λ2 − 2λ1 − 2λ2, (5.22)

where as usual L1 is the AdS length. Existence of this AdS3 vacuum obviously requires
2Λ2 + λ1 + λ2 > 0.

The mass of the scalar excitation near ϕ = 0 saturates the BF bound, in fact we have
m2 = V ′′(0) = (1/2)V (0) = −1/L2

1 = m2
BF . We have also a minimum of the potential

describing a U(1)-symmetry breaking AdS3 vacuum at ϕ = ϕ̂m with AdS length l1 given by
−2l−2

1 = V (ϕ̂m).
Using the method described in Sect. 4, a n 6= 0 vortex-like, black hole solution of the field

equations (5.8) can be obtained for a profile of the complex scalar field given by

φ =
c

r
einθ, (5.23)

when the parameter Λ of the potential is fixed in terms of c and n: Λ = n/c and Λ2 ≤ λ2
2

8λ1
.

The potential (5.21) with Λ = n/c has the physical meaning of the effective potential seen
by a vortex with scalar charge c and winding number n. The metric part of the black hole
solution turns out to be,

e−2h = λ1r
2e

c2

2r2 + λ2r
2e

c2

4r2 +
2n2

c2
r2, e2f = e−

c2

2r2 e−2h. (5.24)

The black hole mass is given in terms of the scalar charge c and the winding number n:

M =
λ2c

2

4
+ n2. (5.25)

The black hole solution (5.24) has an outer and inner horizon located respectively at

r± =
c

2

(

ln

{

1

2λ1

[

−λ2 ∓
√

λ22 −
8λ1n2

c2

]})− 1
2

. (5.26)

The black hole solution exists for

M

n2
≤ 1− 2

λ1
|λ2|

, |λ2| > 2λ1. (5.27)

The black hole becomes extremal (single event horizon) when the bound (5.27) is saturated.
In general the radial coordinate rm corresponding to the minima of the potential (5.21) can
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lie either outside or inside the event horizon. The requirement rm ≥ rh implies M/n2 ≥
1− (9/4)(λ1/|λ2|).

Thus the vortex black hole solution (5.24) interpolates between a symmetry-preserving
AdS3 vacuum at ϕ = 0 and a symmetry breaking AdS3 vacuum at ϕ = ϕm for

1− 9λ1
4|λ2|

≤ M

n2
≤ 1− 2

λ1
|λ2|

. (5.28)

Notice that differently from the usual case the vortex connects a maximum of the potential
in the r → ∞ asymptotic region with a minimum of the potential in the interior region. This
is related with the fact that the energy of the vortex although finite is always negative. The
energy E of the vortex is given by

E =

∫ ∞

r+

rdrdθ(T t
t )− Evacuum, (5.29)

where T t
t is the stress energy tensor of the complex scalar field φ and we have subtracted the

contribution of the φ = 0 vacuum. We find after a little algebra,

E =
c2

4
(λ2 + 2λ1) = (M − n2)(1− 2

λ1
|λ2|

). (5.30)

The energy of the vortex measured with respect to the vacuum is finite and always negative.

5.6.1 Stability of the solutions

Let us first consider the solutions with a real scalar field. In this case the potential V (ϕ),
given in Eq. (5.15) with λ1 < 0, admits as solution both the BTZ black hole and a dressed
black hole with a real scalar field ϕ = c/r. The dressed black hole always has a free energy
which is larger than that of the BTZ black hole. Correspondingly, the dressed black hole is
always unstable and it will decay to the stable BTZ black hole, losing its real scalar hair. This
is confirmed by a linear stability analysis. In the BTZ background scalar perturbations, δφ,
decouple from the metric. The equation of motion for the scalar perturbation is given by the
Klein-Gordon equation for a scalar field propagating in AdS with a mass m2 = −1/L2 which
saturates the BF bound of AdS3. Thus the BTZ solution is (at least linearly) stable.

The story does not change so much if we consider solutions with a complex scalar field. In
this case the potential V (ϕ), supporting vortex solutions, φ = (c/r)einθ in given in Eq. (5.21).
We can consider scalar perturbations around the BTZ black hole, which is again solution
of the equations of motions. Because the potential only depends on ϕ = |φ|, at the linear
level the equation for scalar perturbations near extrema of the potential always decouple in a
holomorphic and antiholomorphic part:

1√−g ∂µ(
√−g∂µδφ) + 1

L2
δφ = 0, ,

1√−g ∂µ(
√−g∂µδφ̄) + 1

L2
δφ̄ ,= 0,

i.e. we have two independent real scalar perturbations, propagating in the BTZ background
with the same mass saturating the BF bound, m2 = −1/L2 = m2

BF . This again ensures linear
stability of the BTZ black hole.
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5.6.2 Other Vortex solutions

Let us now briefly consider a scalar field with m2 = V ′′(0) = 0. From equation (5.3) it follows
that ϕ must have the form ϕ = c

r2
. We will therefore look for a complex scalar field of the

form:
φ =

c

r2
einθ. (5.31)

In this case the method described in Sect. 4 gives the following solution for the potential
V (ϕ),

V (ϕ) = −2λ1e
ϕ2 − n2

2c
ϕ+ 2

√

2

π
λ2ϕe

ϕ2

2 + 2λ1ϕ
2eϕ

2
+

n2
√
π

4c
ϕ2eϕ

2
[1− erf (ϕ)]− n2

√
π

4c
eϕ

2
[1− erf (ϕ)]

−2λ2e
ϕ2

erf

(

ϕ√
2

)

+ 2λ2ϕ
2eϕ

2
erf

(

ϕ√
2

)

− n2

2c
ϕ3, (5.32)

where λ1, λ2 are constants.
The metric part of the solution is given by

e2f = r2
{

λ1 + λ2 erf

(

c√
2r2

)

+
n2

√
π

8c

[

1− erf
( c

r2

)]

}

, e−2h = e
c2

r4 e2f , (5.33)

whereas for the AdS length we have,

V (0) = − 2

L2
= −2λ1 −

n2
√
π

4c
. (5.34)

Hence, the solutions are asymptotically AdS for λ1 > −n2
√
π

8c .
The mass M of the solution can be easily computed using the asymptotic expansion of

exp(2f). One has,

M = −
√

2

π
λ2c+

n2

4
. (5.35)

The question about the presence of event horizon in the generic, n 6= 0, solution given by Eq.
(5.33) is rather involved. We will not address this problem here, but we will just consider the
n = 0 solutions. The solutions are asymptotically AdS for λ1 > 0. They describe a black hole
for λ2 < 0, |λ2| ≥ λ1. The position of event horizon rh is the solution of the equation

erf(
c√
2rh2

) =
λ1
|λ2|

.

5.7 Conclusions

In this chapter we have derived and discussed exact, spherically symmetric, solutions of 3D
AdS gravity coupled with a complex scalar field φ. Our method allows to determine the
potential V (|φ|) once the form of |φ(r)| is fixed. A scalar field profile corresponding to the
saturation of the BF bound requires a Higgs-like potential V , which allows both for BTZ black
holes solutions - corresponding to a constant scalar field- and for black hole solutions with
scalar hairs.
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A generic feature of 3D black holes with scalar hairs is that the black hole mass is de-
termined algebraically by the scalar charges and by the winding number of the vortex. The
main difference between 3D black hole solutions with real scalar hairs and the BTZ black
hole is the presence of a curvature singularity at r = 0, where the scalar curvature behaves
as R ∼ e2M/(r2λ2)/r4. On the other hand, the thermodynamical behavior of these dressed
black hole solutions is very similar to that of the BTZ black hole. They share the same
mass/temperature relation M ∼ T 2 and we were able to show that the BTZ black hole re-
mains always stable, being the free energy of the dressed solution always bigger than that of
the BTZ black hole.

Conversely, the black hole-vortex solutions we have derived in this chapter share many
feature with both rotating [117] and electrically charged [118] 3D black hole solutions. They
are characterized by the presence of an inner and outer horizon and the vortex interpolates
between two AdS3 geometries with different AdS lengths. For some choice of the parameters,
these AdS3 geometries correspond respectively to the U(1)-symmetry-preserving maximum
and to the symmetry-breaking minimum of the Higgs potential. In the AdS/CFT language
this means that the vortex interpolates between two 2D CFTs with different central charges. It
is interesting to notice that these interpolating features of the vortex solution are more similar
to those of the rotating solution of Ref. [117] (both interpolated geometries are AdS3) then
to those of the electrically charged solutions of Ref. [118] (the solution interpolates between
AdS3 and AdS2 × S1).

Also the non trivial solution for the scalar field could have an interesting holographic
interpretation. The scalar charge c has to be thought of as a nonvanishing vacuum expectation
value for some boundary operator. This could be a signal of a phase transition in the dual
2D boundary field theory. However, this is a rather involved issue because of the well-known
results about phase transitions in statistical systems with only one spacelike dimension [125].
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Chapter 6

Black holes in alternative theories
of gravity

6.1 Do we really need some alternative to General Relativity?

During the last century General Relativity (GR) passed numerous and stringent tests [23],
which proclaimed it as the standard theory of gravity. It provides us with a full control of
gravitational phenomena at terrestrial, solar and galactic scale, in a range between 10−5m
and 108parsec [126]. Some of GR predictions has been confirmed with an astonishing pre-
cision, which is comparable or better than the celebrated precision in perturbative quantum
electrodynamics. Commenting on this fact, Roger Penrose provokingly stated that, since GR
is such a precise theory, we should extend our knowledge of quantum field theories in order to
accommodate them within GR and not viceversa [127].

Therefore the investigation of alternative theories of gravity seems at least a peripheral
problem, due to the enormous success that GR has reached. However, modifications to GR are
pursued vigorously for two main reasons. First, from a theoretical standpoint, an ultraviolet
completion of GR is highly desiderable. Such a completion, arising from quantum gravity
theories such as String Theory or Loop Quantum Gravity, would lead to higher-curvature
corrections in the action, i.e. higher powers of scalar invariants constructed upon to the
Riemann tensor. Although quantum gravity effects could be negligible for practical purposes,
nevertheless it is quite disappointing that we know a priori the existence of an energy scale
– presumably the Planck scale – at which our understanding of the Laws of Nature fails.
Secondly, from an experimental standpoint there are strong evidences that the deep infrared
gravity regime is dominated by some form of dark energy [128, 129]. To reconcile theoretical
predictions with recent cosmic microwave background measurements by WMAP [130] roughly
74% of the Universe is assumed to be composed by a completely unknown form of dark energy,
which leaves no imprint in any other phenomena so far. One possibility to accommodate dark
energy is to consider a small positive cosmological constant, Λ ∼ 10−3eV 4. This is indeed the
choice in the standard Lambda-Cold Dark Matter (Λ-CDM) cosmological model. However,
quantum field theory predictions for Λ overestimate its experimental value by a factor 1056

in the most optimistic case! This is the famous Cosmological Constant problem [131]. Apart
from this problem, in the Λ-CDM cosmological model, ordinary matter contributes with only
∼ 4% to the total amount of energy-matter of the universe. These observations suggest
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that something fundamental is still missing in our understanding of gravitational phenomena.
Indeed the long-standing Cosmological Constant, Dark Matter and Dark Energy problems (see,
e.g. Refs. [132], [133] and references therein) might be due to truly quantum gravitational
effects or simply to a modification of GR at large distances. In fact another possibility to
accommodate dark energy is to consider nonlinear couplings to curvature invariants in the
action [134, 135]. These couplings are also similar in spirit to the corrections that we expect
from an ultraviolet completion of GR.

Alternative theories of gravity are developed with the aim to extend the validity region of
GR, eventually resolving its infrared and ultraviolet regimes, but without giving any observable
modification in the range where GR has been tested with excellent precision. Hence in these
theories the weak gravity regime is the same as in GR, and it is difficult to tell an alternative
theory from Einstein’s gravity by means of, for example, Solar System experiments. More
precisely, in the weak gravity regime the Newtonian gravitational potential, velocities and
related variables are much smaller than unity. In this regime a parametrized post-Newtonian
(PPN) expansion [23, 136] is usually appropriate. Therefore alternative theories of gravity
usually have the same PPN expansion as in GR, at first orders. However observable differences
may presumably arise when strong curvature effects are taken into account [137]. This is the
case for cosmology or for strongly relativistic objects, such as black holes, whose astrophysical
imprints in the framework of gravity theories beyond GR are the main topic of the present
discussion.

Black holes (BHs), probing the strong curvature regime of any gravity theory, provide
a means of possible high-energy corrections to GR. Unfortunately, the majority of quantum
gravity theories are vastly more complex than GR in their full-fledged form. It is thus not
surprising that progresses in understanding the exact differences between one and the other
(and specially differences one can measure experimentally) have been slow and mostly fo-
cusing on the weak-, far-field behavior. Therefore our approach will be different. We shall
focus on selected and well-established modifications of GR and we investigate effective actions
arising as low-energy approximations of more fundamental quantum gravity theories. These
effective theories are much more tractable than their exact versions, and the imprint of their
modifications to GR can already leave some signature in astrophysical phenomena, such as
strong gravity effects taking place around astrophysical BHs. One of the most important of
such effects is the emission of gravitational waves, whose detection is one of the main scientific
goals of current experimental physics. During the 20th century spectroscopy has open a new
era in quantum physics, via the precise detection of electromagnetic radiation from atoms,
molecules and quantum systems. In the same way the detection of gravitational waves from
BHs, neutron stars and other astrophysical objects can open a new era in gravitational physics
and enhances our knowledge of gravity to unprecedented levels.

At present there are several gravitational wave observatories worldwide: LIGO in the
U.S. [24], VIRGO [138] and GEO600 in Europe, TAMA300 in Japan. They have reached (or
are approaching to reach) the design sensitivity and, in a near future, they will open a new
opportunity to probe the strong curvature regime of gravity via gravitational wave detection.
Gravitational wave detection will provide us with high-precision tests of GR and hopefully
with evidences of physics beyond it. Thus it is of fundamental importance to investigate
astrophysical properties of BHs in alternative theories of gravity and, in particular, to infer
corrections to GR from the gravitational wave imprint of BHs [139, 140].
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6.2 The hairy black holes zoo

It is now almost 40 years from Wheeler’s celebrated sentence “Black holes have no hair” [141].
His conjecture was inspired by a series of uniqueness theorems for static and stationary asymp-
totically flat vacuum BHs in Einstein-Maxwell theory [142, 143, 144], which, loosely speaking,
establish that properties of BHs in GR are uniquely determined by precisely three “hairs” at
spatial infinity: their Arnowitt-Deser-Misner mass, spin and charge [145, 13]. However this
is true only in GR and BHs do indeed have extra hairs in theories where the coupling with
dilatons or Higgs fields is considered, e.g. in Einsten-Maxwell-dilaton gravity [54], in Einstein-
Yang-Mills [146] and in Einstein-Skyrme [147] theory. Furthermore, when the spacetime is not
asymptotically flat, several stable hairy BHs exist [58, 148, 46]. This is the case of dilatonic
BHs in asymptotically AdS spacetime discussed in Part I. Finally uniqueness theorems mostly
hold in four spacetime dimensions, but the situation changes in higher dimensions. In this
case, even within Einstein-Maxwell theory without cosmological constant, stationary axisym-
metric solutions are degenerate. BHs in higher dimensions may play a role in BHs produced
by high energy cosmic rays and in particle accelerators [149, 150, 151, 152].

However our purpose here is to discuss hairy BHs as viable astrophysical candidates.
For astrophysical purposes, we can focus on four dimensional solutions in asymptotically flat
spacetime. Moreover astrophysical BHs are likely to be electrically neutral, as their electrical
charge is shorted out by the surrounding plasma [153]. Thus we restrict ourselves to four
dimensional theories schematically described by the following field equations

Gµν = Tµν + γMµν(Ψ, gµν) = T (eff)
µν (Ψ, gµν) , (6.1)

where Gµν is the Einstein tensor and Tµν is the usual matter stress-energy tensor. The tensor
Mµν(Ψ, gµν) encodes corrections to GR and depends on the metric gµν and on any further
field (schematically written as Ψ) which must be supplied by its own equations of motion. For
instance, if Ψ is a scalar field, Eqs. (6.1) must be supplied by the Klein-Gordon equation for
Ψ.

Typically equations of motion arising from alternative theories of gravity can be exactly
written in the form (6.1). This is the case for the two alternative theories we shall explore in
detail in Chapters 7 and 8. However for other theories, Eqs. (6.1) are not exact field equations,
but can be obtained as first order expansion from more intricate equations of motion, hence
they are only valid in the limit γ ≪ 1. Corrections to GR are typically forced to be small
in order to agree with Solar System observations. Furthermore, as we discuss in Section 6.4,
some alternative theories arise from effective actions, which are themselves only valid in the
limit γ ≪ 1. Thus, Eqs. (6.1) include most of the astrophysically viable corrections to Einstein
gravity.

The field equations (6.1) are conveniently written as Einstein equations with an effec-

tive stress-energy tensor T
(eff)
µν (Ψ, gµν). Due to high energy corrections to GR, the effective

stress energy tensor can bypass the no-hair theorem. For example, for spherically symmetric
solutions in GR gravity, the time-component of the stress-energy tensor is positive definite
and the relation T r

r ≡ T θ
θ holds. These are both conditions used in the proof of the theo-

rem [115]. However the effective stress-energy tensor T
(eff)
µν (Ψ, gµν) gets contributions from the

gravitational field itself, as well as from any other extra field, and it can typically evade these
conditions. Therefore, when the theory of matter has sufficient structure, matter fields can
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develop non-trivial configurations outside the black hole horizon. The resulting black hole is
“hairy” in that it possesses an extra conserved “charge”, which can be independent from the
mass and the spin (primary hair) or can be related to those (secondary hair).

Low-energy degrees of freedom arising from String Theory can provide the necessary non-
trivial structure for the matter fields. Thus black holes non-trivially coupled to dilaton, axion,
Abelian or Yang-Mills fields have been recently discovered and obviously evade classical no-
hair theorems. However, although these theorems properly refer to the existence of black
hole solutions and not to their stability, they are often seen in a wider perspective as if they
prescribed that no stable hairy black holes exist. For this reason some hairy black holes, which
turn out to be unstable, are not regarded as proper violations of the theorems. From the
astrophysical standpoint this problem is purely academical, as unstable black hole solutions
are not viable astrophysical candidates. Therefore, the investigation of linear perturbations of
hairy black holes in alternative theories of gravity is relevant both for practical purposes and
for more theoretical insights on the no-hair theorems in GR.

Correspondingly to the numerous low-energy effective theories, supergravities and scalar-
tensor theories (see Section 6.4 for a brief discussion) also the number of different hair black
hole solutions has rapidly increased over the last decades. For the sake of concreteness, among
the existing plethora of hairy BHs, we shall focus on those which can be viable astrophysical
candidates and which arise from minimally modified theories of gravity. This is the case for
Einstein gravity coupled to a scalar field. The actual form of the coupling and of the action
are dictated by low energy effective corrections arising from quantum gravity, as discussed
in Section 6.4. Non-trivial scalar fields may be relevant in cosmology [154], galaxy rotation
curves [155] and inflationary models [156]. Furthermore neutral scalar fields, such as the
dilaton, do not leave any direct imprint in the electromagnetic sector, but nevertheless they
modify the gravitational properties of astrophysical objects in the strong curvature regime.

In order to check viability of hairy black holes, a fundamental issue concerns their sta-
bility. Thus in Chapter 7 and 8, among other properties, we shall throughly investigate the
linear perturbation spectrum of black holes in two representative effective theories: Dynamical
Chern-Simons gravity and Einstein-Dilatonic-Gauss-Bonnet gravity. These theories are briefly
introduced in Section 6.4.

6.3 No-hair theorem tests

As mentioned above no-hair theorems establishes that properties of BHs in GR are uniquely
determined by precisely three parameters: their mass, spin and charge [145]. In the most
general case these Einstein BHs are described by the Kerr-Newman metric, which reduces to
the Kerr metric in the uncharged case. Kerr BHs are commonly believed to be the final states
of the evolution of sufficiently massive stars [157, 158], as any extra signature of the progenitor
star other then its mass and its spin is radiated away by gravitational emission [159]. No-
hair theorems rely on the physically reasonable assumptions that GR is the correct theory of
gravity, that no closed timelike curves (CTCs) exist in the exterior metric and on the cosmic
censorship conjecture [160] as well. Thus possible tests of no-hair theorems may confirm or
rule out some of the fundamental hypothesis our understanding of gravity is based on.

More technically, the exterior spacetime of a BH is defined in terms of its multipole mo-
ments, the mass and the spin being identified as the first two of such moments. No-hair
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theorems state that higher moments are completely specified by the first two. In Newtonian
gravity the gravitational potential satisfies Laplace equation ∇2φ = 4πρ, ρ being the mass
density. The potential φ can always be expanded in spherical harmonics Ylm as

φ = −
∞
∑

l=0

4π

2l + 1

l
∑

m=−l

MlmYlm
rl+1

(6.2)

where Mlm =
∫ r
0 dy y

l+2
∮

dΩY ∗
lm(Ω)ρ(y,Ω), dΩ being the infinitesimal solid angle. The ex-

pansion above relies on the linearity of the Laplace equation, but it does not apply to Einstein
equations, which are highly non-linear. However an expansion in orthogonal polynomials
is possible also in GR for stationary and axisymmetric spacetimes [161]. In this case the
multipole moments are given by the mass multipole moments Ml and the current multipole
moments Sl. Then the no-hair theorem can be easily formulated as

Ml + iSl =M(ia)l , (6.3)

where Ml are nonzero for even values of l, whereas Sl are nonzero for odd values of l. The
mass and the angular momentum of a Kerr BH are M = M0 and J ≡ aM = S1 respectively.
Thus, from Eq. (6.3) higher (l ≥ 2) multipole moments are uniquely defined in terms of M
and J , i.e. any observable can ultimately depend on those two moments only. A promising
strategy for testing no-hair theorem consists in measuring at least the first multipole moments
and check if Eq. (6.3) holds [162]. These observations could be possible in a near future, due
to Earth-based interferometers and specially to Space-based interferometers, such as the Laser
Interferometer Space Antenna (LISA) [140].

6.4 Alternative theories of gravity. Two cases studies.

Let us suppose that future observations will signal a deviation from Eq. (6.3), i.e. suppose
that the no-hair theorem does not hold. Among other reasons, this would presumably mean
that the compact object we were probing is not a Kerr BH. Due to uniqueness theorems, this
would also likely suggest that GR is not the ultimate theory of gravity, even at classical level.
Similarly, another possibility is that the probed compact object is indeed a Kerr BH, but the
underlying theory of gravity is not GR and this also affects the no-hair theorem relation (6.3).
Motivated by this scenario this part of the thesis is devoted to the study of BHs in viable
alternative theories of gravity.

Theorists have conceived numerous alternative theories of gravity. In 1960s, Jordan, Brans
and Dicke attempted to modify Einstein gravity by introducing a scalar field [134, 163, 164].
These theories are ancestors of modern scalar-tensor theories of gravity, which have been
further generalized by introducing vector fields (see the book by Will [165] and references
therein). Other proposed alternatives are bimetric theories [166], massive gravity [167] and
extensions of them. Recently, so-called f(R) gravities, i.e. theories containing some function
of the Ricci curvature R in the action, have been extensively studied [135] together with their
generalizations which include generic functions of higher curvature invariants. Interestingly,
by introducing an auxiliary field, f(R) gravity is shown to be equivalent to a scalar-tensor
theory.

However, experimental tests on the Einstein Equivalence Principle and on the weak field
regime have strongly bounded (if not completely ruled out) some of these alternative theories.

87



6.4 Alternative theories of gravity. Two cases studies.

Some examples of (still) viable theories include Modified Newtonian Dynamics (MOND) [168]
and one of its relativistic version, Tensor-Vector-Scalar gravity [169]. Moreover, rather then
being derived from first principles, some of these theories contains ad-hoc corrections to GR
and their theoretical foundations are questionable. Thus, among this plethora of alternative
theories, we chose to investigate the role of BH solutions in two well-motivated effective the-
ories: Dynamical Chern-Simons (DCS) gravity and Einstein-Dilaton-Gauss-Bonnet (EDGB)
gravity, which have recently attracted a considerable attention. This is due to the fact that
both are natural and well-motivated extensions of GR, whose validation comes from low-
energy approximations of String Theory and, for the case of DCS gravity, also from Loop
Quantum Gravity and Standard Model particle physics. Moreover these theories modify GR
in a minimal way, adding two different contributions to the action, which can be thought as the
minimal, most plausible, corrections to GR. In our approach corrections to GR arising from
these effective theories should be seen as prototypes of string-inspired corrections. Possible
gravitational signatures of these corrections can provide useful insights on the strong curvature
regime of gravity and give indirect confirmations (or disapprovals) to String Theory. In the
following we give a brief introduction to DCS gravity and EDGB gravity, whereas we shall
discuss them in the framework of BH physics in Chapter 7 and 8 respectively.

Before entering in the specifics of our study it is worth to comment on the range of viability
of such alternative theories. It has been argued that effective theories arising from String
Theory are de facto indistinguishable from GR, because corrections to the Einstein-Hilbert
action would be quantum suppressed. In fact String Theory suggests that the couplings in
DCS gravity or in EDGB gravity should be suppressed at the electroweak scale or (even worst)
at the Planck scale. Of course, if this were the case, effective theories would be completely
undetectable by any future observation. However there are other quantities which are predicted
to be related to the Planck scale by String Theory, whereas direct observations suggest they
play a role much below the Planckian regime. The most important example of these quantities
is the Cosmological Constant, Λ. As mentioned above, String Theory predicts Λ ∼ 1045eV 4 or
Λ ∼ 10112eV 4 if the supersymmetry breaking occurs at the electroweak scale or at the Planck
scale respectively. Nevertheless, observations in the deep infrared suggest Λ ∼ 10−3eV 4, which
completely invalidates the String Theory predictions. Therefore either we assume that some
quantities which (according to String Theory) seem related to Planckian physics, are instead
related to larger scales (lower energy) or we admit that present observations are inconsistent,
presumably because they implicitly assume the validity of GR at the scale they probe. In
both cases the study of alternative theories assumes a fundamental relevance, as it might shed
new light on the “dark sector” of gravity still missing by our present knowledge.

6.4.1 Dynamical Chern-Simons gravity

Chern-Simons (CS) gravity is an effective extension of GR in which the gravitational field is
coupled to a neutral scalar field through a parity-violating CS term (for an excellent review
on CS gravity see Ref. [26]). The CS modified action reads

S = κ

∫

d4x
√−gR+

α

4

∫

d4x
√−gϑ ∗RR− β

2

∫

d4x
√−g

[

gab∇aϑ∇bϑ+ V (ϑ)
]

+ Smat .

The first term in the action above is the usual Einstein-Hilbert action. The second term intro-
duces the parity-violating coupling between gravity and the scalar field ϑ, via the Pontryagin
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density

∗RR =
1

2
Rabcdǫ

baefRcd
ef . (6.4)

where ǫabcd is the 4-dimensional Levi-Civita tensor. The third term in the action above is the
usual kinetic and self-potential term of the scalar field. Originally CS gravity was formulated
with a non-dynamical “a priori” scalar field. This first version of CS gravity is obtained when
β = 0. Although non-dynamical CS gravity is a well-justified theory and deserves its own right,
recently great effort has been spent on its dynamical version (DCS gravity), i.e. β 6= 0 (see
Ref. [26] for some references related to non-dynamical CS gravity). The Pontryagin term can
be expressed as the divergence of a CS topological current. Thus, if the scalar field ϑ =const,
by an integration by parts, the CS modified action reduces identically to Einstein-Hilbert
action.

The most interesting ingredient of CS gravity is that it introduces parity-violating correc-
tions to GR. Indeed the Pontryagin density is the only parity-violating term which is second
order in the curvature. In DCS gravity the scalar field θ, which is sourced by the Pontrya-
gin density ∗RR via the scalar field equation stemming from Eq. (6.4), is a pseudo-scalar
under a parity (purely spatial) transformation [26]. Thus for parity-symmetric backgrounds
(such as spherically symmetric solutions) in DCS gravity the Pontryagin density vanishes,
∗RR = 0, and this forces the scalar field to be constant. Therefore parity-even metrics, e.g.
Schwarzschild BHs, do not get CS corrections. On the other hand, for parity-odd solutions,
such as stationary axisymmetric solution (including rotating black holes) the Pontryagin den-
sity is non-vanishing and it sources a non-trivial scalar field. This implies that rotating black
holes in DCS gravity develop a “scalar hair” and they differs from their GR counterparts.

DCS gravity is a well motivated effective theory. The CS modification arises from Standard
Model particle physics via the gravitational anomaly, from the heterotic string theory via the
Green-Schwarz anomaly canceling mechanism and even from Loop Quantum gravity if the
Barbero-Immirzi parameter is promoted to a dynamical scalar field [26]. A more detailed
introduction to DCS gravity is given in Chapter 7.

6.4.1.a No-hair theorem for spinning BHs in DCS gravity

Here we discuss modifications of the no-hair theorem in the DCS gravity briefly introduced in
the previous section. As discussed above, the Schwarzschild BH (with vanishing scalar field)
persist as solution of DCS gravity, due to the vanishing of the Pontryagin density, while the
Kerr BHs is not a solution of the modified Einstein equations. Recently an approximate solu-
tion has been independently derived by Yunes and Pretorius [170] and by Konno et al. [155].
This solution is valid in the slow-rotation approximation (a/M ≪ 1) and in the small-coupling
approximation up to the second order. In Boyer-Lindquist coordinates the CS coupling affects
the Kerr metric by introducing an extra off-diagonal term

g
(CS)
tφ (r, θ) =

5

8

α2

M4

a

M

M4

r4

(

1 +
12M

7r
+

27M2

10r2

)

sin2 θ , (6.5)

where α is the CS coupling. The rest of the metric is O(α0) and it is given by the slowly-
rotation approximation of the well-known Kerr metric. Due to the CS coupling, rotating BHs
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in DCS gravity are coupled to a stationary and axisymmetric scalar field

ϑ(r, θ) =
5

8

αa cos θ

Mr2

(

1 +
2M

r
+

18M2

5r2

)

. (6.6)

Notice that this solution does not contain any extra “hair”, i.e. the BH is completely defined by
its mass and its spin and the scalar charge can be written in terms ofM , a and the fundamental
coupling constant α. In DCS gravity, therefore, the idea of “two-hairs” theorem is preserved.
However the classical no-hair theorem (cf. Eq. (6.3)) is violated, as the CS coupling introduces
a hecadecapole corrections [171] due to the r−4 dependence of the correction shown in Eq. (6.5).
In fact, by applying the multipolar formalism [172], it can be proved that the leading-order
correction to relation (6.3) occurs for the S4 multipole. This would require high accuracy in no-
hair theorem tests and challenges the future LISA [139] sensitivity. In fact LISA observations
are expected to give accurate measures of the first 3− 5 multipole moments [173, 174], which
is at the boundary of DCS gravity detectability. For this reasons, investigations of further CS
corrections to GR are highly desiderable. In Chapter 7 we investigate the proper perturbation
spectrum of Schwarzschild BHs in DCS gravity and contrast it with that of Schwarzschild BHs
in GR. We shall show that the characteristic perturbation spectrum, i.e., the “quasinormal
mode ringing”, gives the very imprint of the CS coupling and might be potentially detectable.

6.4.2 Einstein-Dilatonic-Gauss-Bonnet gravity

Here we discuss one of the most viable examples of astrophysical Dilatonic Black Holes, arising
in the framework of Gauss-Bonnet couplings and one-loop corrected four-dimensional effec-
tive theory of heterotic superstrings at low energies. The low-energy effective action for the
heterotic string [27] in the Einstein frame reads

S =
1

2

∫

d4x
√−g

(

R− 1

2
∂µφ∂

µφ+
α′eφ

4g2
R2

GB

)

, (6.7)

where

R2
GB = RµνρσR

µνρσ − 4RµνR
µν +R2 , (6.8)

is the GB invariant, α′ is the Regge slope and g2 is some gauge coupling constant. Being
the GB invariant a topological term in four dimensions, the action (6.7) can be proved to be
ghost-free. In Eq. (6.7) we have neglected the usual field strength Fµν , since for astrophysical
applications we can restrict ourselves to uncharged BHs. Moreover we are also neglecting
modulus and axion fields, which can arise from low energy truncations of some string theory.
Thus the action (6.7) can be considered as a minimal modification to GR and as a prototype
for squared curvature corrections arising from the coupling to a dilaton field. Finally we note
that there is an ambiguity between the effective action of the heterotic string theory in the
string frame and in the Einstein frame [175]. A conformal transformation maps the action from
one frame to the other and, in absence of the GB term, the two formulation are equivalent.
However, in presence of the GB term, if the string frame is taken as “fundamental”, than
extra contributions proportional to α arise when moving to the Einstein frame [176].

When the scalar field φ is constant over the spacetime, the GB term can be integrated
out and the EDGB action reduces to Einstein-Hilbert action. Thus, as in DCS gravity, BH
modifications due to the GB coupling only arise if the BH can support a non-trivial scalar

90



Chapter 6. Black holes in alternative theories of gravity

field, i.e. if the no-scalar-hair theorem fails. Indeed there is a simple reason to expect that no-
hair theorems can be bypassed. In fact the modified Einstein equations can be schematically
written as Eqs. (6.1) supplied by the Klein-Gordon equation for the dilaton. In EDGB gravity
the coupling γ in Eqs. (6.1) is related to the GB coupling (see Chapter 8) (whereas in DCS
gravity it depends on the CS coupling, see Chapter 7). Thus, due to high energy corrections

to GR, the effective stress energy tensor T
(eff)
µν can evade the conditions for no-hair theorems

to apply. In particular, for spherically symmetric solutions in EDGB gravity, both the time-
component of this tensor is not positive definite and the relation T r

r ≡ T θ
θ does not hold.

It is therefore not surprising that scalar (dilaton) hairs indeed exist for BHs in EDGB
gravity, although they can be only computed numerically [177] or in the small-coupling expan-
sion [178]. These solutions are interesting prototypes of BHs in alternative, yet well-behaved
gravity theories: they evade the no-hair theorem but were proved to be stable against radial
perturbations [179]. Further generalizations of this models, including black holes in non-
asymptotically flat spacetimes and with unconventional topologies, were recently investigated
in a series of works by Guo, Ohta and Torii (see Ref. [175] and subsequent works in the series).
In Chapter 8 we discuss the stability issue for static BHs in EDGB, we numerically construct
slowly rotating black hole solutions and we critically discuss them as viable astrophysical
candidates.

6.4.3 Black holes and strong curvature regime

BHs are natural candidates to investigate strong curvature corrections to GR. The reason for
that can be easily understood by computing some scalar invariant at the black hole horizon.
For concreteness, we shall focus on the GB invariant (6.8). For a Kerr BH in GR the GB
invariant on the equatorial plane (θ = π/2) in Boyer-Lindquist coordinates reads

R2
GB(r) =

48M2

r6
, (6.9)

where M is the BH mass. The curvature scalar is a monotonic function of the radial distance
and it diverges on the singularity as r → 0. However, for astrophysical purposes we are only
interested in the region outside the horizon and, in particular, in the near-horizon region,
where the curvature is stronger. For a Schwarzschild black hole the horizon is located at
rH = 2M and R2

GBM
4 = 3/4. However for extremal Kerr BHs the horizon is located at

rH = M and the scalar invariant is much larger, R2
GBM

4 = 48. Therefore the imprints of
strong curvature corrections are expected to be strong for those processes taking place close
to the horizon of near-extremal rotating black holes. Unfortunately, highly rotating black
hole solutions in alternative theories are difficult to obtain and analytical solutions are usually
known in the slow-rotation limit only. In particular no highly rotating black hole has been yet
constructed for DCS gravity and EDGB gravity. Such solutions – if they exist – are expected
to introduce much larger corrections, i.e. better observable imprints, than those we shall
discuss in Chapters 7 and 8. We leave this interesting topic for future investigations.
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Chapter 7

Gravitational signature of
Schwarzschild black holes in
Dynamical Chern-Simons gravity

Dynamical Chern-Simons gravity is an extension of General Relativity in which the
gravitational field is coupled to a scalar field through a parity-violating Chern-Simons
term. In this framework, we study perturbations of spherically symmetric black hole
spacetimes, assuming that the background scalar field vanishes. Our results suggest that
these spacetimes are stable, and small perturbations die away as a ringdown. However,
in contrast to standard General Relativity, the gravitational waveforms are also driven by
the scalar field. Thus, the gravitational oscillation modes of black holes carry imprints of
the coupling to the scalar field. This is a smoking gun for Chern-Simons theory and could
be tested with gravitational-wave detectors, such as LIGO or LISA. For negative values of
the coupling constant, ghosts are known to arise, and we explicitly verify their appearance
numerically. Our results are validated using both time evolution and frequency domain
methods.
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7.1 Introduction

In Chern-Simons gravity [180, 181, 182] the Einstein-Hilbert action is modified by adding a
parity-violating Chern-Simons term, which couples to gravity via a scalar field. This correction
could explain several problems of cosmology [183, 184, 185, 186, 155]. Furthermore, a Chern-
Simons term arises in many versions of string theory [35] and of loop quantum gravity [187,
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188, 189], and Chern-Simons gravity can be recovered by truncation of low energy effective
string models [190, 191].

When Chern-Simons gravity was first formulated, the scalar field was considered as a pre-
scribed function. Later on, it was understood that this a priori choice is not really motivated
(see the discussion in Ref. [170]). Then, dynamical Chern-Simons (DCS) gravity has been
formulated [190], in which the scalar field is treated as a dynamical field.

Since DCS gravity has a characteristic signature (the Chern-Simons term violates par-
ity), there is the exciting prospect of testing its predictions against astrophysical observations.
This has motivated a large body of work on the subject (for a review on DCS gravity and its
astrophysical consequences see Ref. [26]). In this context, the study of black hole (BH) pertur-
bations is very promising, since astrophysical black holes are probably the most appropriate
objects to probe the strong field regime of General Relativity [171].

The first study of BH perturbations in the context of DCS gravity has been carried out
in Ref. [192], where it was found that, if the background solution contains a (spherically sym-
metric) scalar field, polar and axial perturbations of DCS BHs are coupled, and the equations
describing them are extremely involved. Recently, in Ref. [193] (hereafter, Paper I), some of
us found that, when the background scalar field vanishes, polar and axial gravitational per-
turbations of a Schwarzschild BH decouple, and only axial parity perturbations are affected
by the Chern-Simons scalar field. We also found that under this assumption the gravitational
and scalar perturbations are described by a coupled system of two second order ordinary dif-
ferential equations (ODEs). The numerical integration of this system to find the quasi-normal
modes (QNMs) of Schwarzschild DCS BHs is challenging, due to the same asymptotic diver-
gence which prevented for many years the numerical computation of QNMs for Schwarzschild
BHs [194, 7, 9, 195]. Therefore, in Paper I the QNMs of Schwarzschild DCS BHs were not
investigated thoroughly. It is remarkable that there are very few studies of this kind of system,
i.e., QNMs described by coupled ODEs (one interesting work is presented in Ref. [196]). In
Paper I we also claimed that Schwarzschild DCS BHs are unstable for a specific range of the
parameters of the theory. This result was the consequence of a sign error in the derivation
of the perturbation equations; on the contrary, as we discuss in this chapter, there is strong
evidence that these spacetimes are stable.

In this chapter we complete the study of Schwarzschild DCS perturbations, performing
a thorough numerical analysis of the perturbation equations. We employ two different –
and completely independent – numerical approaches: time evolution and a formulation of
the frequency domain approach [197] which has never been applied before to the study of
instability in black hole spacetimes. The results of the two independent methods agree very
well, typically within an accuracy of 0.1%, validating each other.

The main result we find is that any perturbation decays at late-time as a damped sinusoid.
This is known as the ringdown phase, where the black hole radiates all excess hairs in its lowest
QNMs [9, 195]. What is new here, and with important implications for tests of DCS gravity, is
that the gravitational sector has two distinct sets of QNMs. For large values of the constant β
(associated to the dynamical coupling of the scalar field), these two sets coincide with the usual
gravitational QNMs and scalar field QNMs of General Relativity. This result enables simple,
yet fundamental tests on DCS gravity. By measuring (or not) these two different modes, one
could effectively constrain DCS gravity through gravitational-wave observations. For instance,
detection of ringdown modes with a signal-to-noise ratio & 6 (feasible with both the Earth-
based LIGO and the space-based detector LISA), could allow one to test DCS gravity if the
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mass of the BH is known, for instance through observations of the inspiral phase of black
hole binaries. For signal-to-noise ratios & 150 one could be able to discriminate between DCS
gravity and standard General Relativity without any further knowledge of the BH parameters.

A summary of our results

For the reader wishing to skip the technical details of the rest of the chapter, the following is
a brief summary of our results.

(i) Two complementary numerical methods were developed and employed. They are com-
pletely independent and their concordance is very good.

(ii) For small values of the coupling constant (M4β . 0.5), the perturbative dynamics is
characterized by a stable exponentially decaying phase. The intermediate late time
evolution is dominated by

Φ(t, rfixed) = eωno t

(

a
b

)

(7.1)

with Re[ωno] = 0 and Im[ωno] < 0 (with our sign conventions, a QNM is stable if
Im[ω] < 0). Our results for the non-oscillatory frequency values are compatible with the
expression:

ωno = −0.04024(M4β)0.44ℓ

(

1 +
2.0953

ℓ
− 3.4460

ℓ2

)

. (7.2)

(iii) For intermediate values ofM4β, field evolution is dominated by a stable oscillatory phase.
We have detected two oscillatory modes, named here “gravitational” and “scalar” modes.
Although the time profiles of the gravitational perturbation Ψ and of the scalar field Θ
are usually different, they consist on different superpositions of the same modes.

(iv) In the β → ∞ limit, these “gravitational” and “scalar” branches coincide with actual
gravitational and scalar modes of Schwarzschild BHs in General Relativity. In this
regime, we report that for ℓ = 2, we find that the gravitational perturbation oscillates
with a combination of the two modes

Mωgrav(Ψ) = 0.3736 − i 0.08899 , (7.3)

Mωsc(Ψ) = 0.4837 − i 0.09671 . (7.4)

These numbers correspond to the lowest mode of pure gravitational and scalar quasi-
normal frequencies in Einstein’s theory [9]. The scalar field perturbation, instead, oscil-
lates with the mode ωsc only. This behavior can be easily understood by looking at the
form of the equations in this limit.

(v) At late times, the field decays with a power-law tail, as t−(2ℓ+3). The tails do not depend
on β orM . Note that the same behavior characterizes Schwarzschild BHs [198], implying
that a gravitational-wave observation of the tail would not be able to discriminate DCS
gravity from General Relativity.

(vi) An extensive investigation of BH oscillations, performed using two different numerical
approaches, only yields stable modes, either oscillating or non-oscillating. This gives
strong indications that Schwarzschild BHs in DCS modified gravity are stable against
axial and polar perturbations.
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(vii) We also discuss how the inclusion of a non-vanishing scalar potential in the Lagrangian
affects the QNM spectrum. We focus on potentials of the form

V (ϑ) = m2ϑ2 +O(ϑ3) (7.5)

and find that in the β → ∞ limit this inclusion only affects the scalar branch of QNMs,
while the gravitational branch is unaltered. When M4β . 100, also the gravitational
sector is affected by the scalar potential.

The chapter is organized as follows. In Section 7.2 we briefly review the derivation of
the perturbation equations in DCS gravity. In Section 7.3 we describe the time domain and
frequency domain numerical approaches that we have employed to solve the perturbation
equations. In Section 7.4 we present our results in the time and frequency domains. In
Section 7.5, a possible observational signature of DCS gravity is discussed. Implications and
final remarks are presented in Section 7.6.

In Appendix 7.7 we discuss ghost-like instabilities arising when the wrong sign of the
kinetic term in the action is chosen, i.e. when β < 0 in Eq. 7.6 below.

7.2 Perturbation equations and dynamical stability

The action of DCS gravity is [170]

S = κ

∫

d4x
√−gR+

α

4

∫

d4x
√−gϑ ∗RR− β

2

∫

d4x
√−g

[

gab∇aϑ∇bϑ+ V (ϑ)
]

+Smat , (7.6)

where ϑ is the scalar field and

∗RR =
1

2
Rabcdǫ

baefRcd
ef . (7.7)

We use geometrical units c = G = 1 so that κ = 1/16π. Furthermore, we neglect V (ϑ) (this
assumption will be relaxed in Section 7.4.5), and consider the vacuum solutions (Smat = 0).
The equations of motion are

Rab = −16παCab + 8πβϑ,aϑ,b (7.8)

�ϑ = − α

4β
∗RR (7.9)

where

Cab = ϑ;cǫ
cde(a∇eR

b)
d + ϑ;dc

∗Rd(ab)c . (7.10)

In a spherically symmetric background, ∗RR = 0 = Cab and Eqs. (7.8), (7.9) reduce to usual
Einstein gravity minimally coupled to a scalar field

Rab = 8πϑ,aϑ,b , �ϑ = 0 . (7.11)

No-hair theorems [13] state that the Schwarzschild solution, with vanishing scalar field, is
the only static spherically symmetric solution of the equations above. We then consider
perturbations of a Schwarzschild BH with a vanishing background scalar field. We expand
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the gravitational perturbations in tensor spherical harmonics, building the Zerilli and Regge-
Wheeler functions. The scalar field is expanded in scalar spherical harmonics as

ϑ =
Θℓm

r
Y ℓme−iωt . (7.12)

Eq. (7.8) implies (see Paper I) that polar parity gravitational perturbations (described by
the Zerilli function) are not affected by the Chern-Simons scalar, and then the corresponding
QNMs are the well-known modes of Schwarzschild BHs. Axial parity gravitational perturba-
tions Ψℓm = iQℓm/ω (where Qℓm is the Regge-Wheeler function, defined as in Paper I) are
instead coupled with the scalar field. From here onwards, we will drop the ℓm superscripts.

Eqs. (7.8), (7.9) reduce to the following set of coupled ordinary differential equations for
the perturbations Θ(r) and Ψ(r), in terms of which one can completely characterize the axial
parity metric perturbations and the scalar field respectively:

d2

dr2⋆
Ψ+

{

ω2 − f

[

ℓ(ℓ+ 1)

r2
− 6M

r3

]}

Ψ =
96πMf

r5
αΘ , (7.13)

d2

dr2⋆
Θ+

{

ω2 − f

[

ℓ(ℓ+ 1)

r2

(

1 +
576πM2α2

r6β

)

+
2M

r3

]}

Θ = f
(ℓ+ 2)!

(ℓ− 2)!

6Mα

r5β
Ψ (7.14)

with f(r) = 1− 2M/r and r⋆ ≡ r + 2M ln (r/2M − 1). Note that third time-derivatives (i.e.
terms proportional to ω3) do not arise in the perturbation equations above (although they
are generally expected from Eqs. (7.8)-(7.9)) because of the vanishing of the background Ricci
tensor in Eq. (7.10). Therefore the Schwarzschild background does not suffer from problems
related to ill-posedness of the theory, the so-called Ostrogradski instability (see Refs. [26, 199]).
We also remark that the instability found in Paper I for βM4 . 2π was an artifact of a wrong
sign in the definition of ∗RR, that has yield a change in the sign of β in the perturbation
equations. This is equivalent to consider the equations of the DCS theory with β < 0, which
is indeed expected to be unstable, as discussed in Appendix 7.7.

Re-scaling and the General Relativity limit

Under the replacement β → α2β and Θ → Θ/α, one can set α = 1 in the perturbation
equations (7.13) and (7.14), which we will hereafter assume. Indeed, as discussed in [26], the
parameters of the theory are redundant, and it is always possible to fix one of them.

We remark, however, that there is a subtle formal difference between the theory with α, β
and the theory with α = 1. Indeed, the General Relativity limit of the former is obtained by
taking β → ∞ and α → 0; the General Relativity limit of the latter is obtained by taking
β → ∞ and by considering the solutions with Θ ≡ 0. In other words, once we fix α = 1,
General Relativity is not simply a limit of the DCS theory: it is a particular subset of the
solution space of the β → ∞ limit of the theory.

7.3 Numerical approach

7.3.1 Time domain evolution

The system (7.13), (7.14) can be written as
(

− ∂2

∂t2
+

∂2

∂r2⋆

)

Φ = V Φ (7.15)

97



7.3 Numerical approach

where we have defined

Φ =

(

Ψ
Θ

)

, V =

(

V11 V12
V21 V22

)

, (7.16)

and the elements of the matrix potential V are given by

V11 = f(r)

[

ℓ(ℓ+ 1)

r2
− 6M

r3

]

, (7.17)

V12 = f(r)
96πM

r5
, (7.18)

V21 = f(r)
6M(ℓ+ 2)!

β(ℓ− 2)!

1

r5
, (7.19)

V22 = f(r)

[

ℓ(ℓ+1)

r2

(

1+
576πM2

β r6

)

+
2M

r3

]

. (7.20)

Using the light-cone variables u = r⋆ − t and v = r⋆ + t one can write

4
∂2

∂u∂v
Φ = −V Φ . (7.21)

A discretized version of Eq. (7.21) is

Φ(N)− Φ(E)−Φ(W ) + Φ(S) =
∆u∆v

8
V (S) [Φ(E) + Φ(W )] , (7.22)

where the points N,E,W,S are defined as follows: N = (u + ∆, v + ∆), W = (u + ∆, v),
E = (u, v +∆) and S = (u, v). With the expression (7.22), the region of interest in the u− v
plane is covered, using the value of the field at three points in order to calculate the fourth
one. As the integration proceeds, the values of Ψ(t, rfixed) are extracted [200, 113].

The initial data consist of the expressions on the sub-manifolds (u > 0, v = 0) and (u =
0, v > 0) for the vector

Φ(u, v) =

(

Ψ(u, v)
Θ(u, v)

)

. (7.23)

For most of the numerical evolutions presented here the initial data have the form

Φ(u, 0) =

(

0
0

)

, (7.24)

Φ(0, v) = e−(v−vc)2/2σ

(

1
1

)

, (7.25)

with vc = 10.0 and σ = 1.0.
From results on BH oscillations in General Relativity [7] we expect that the main charac-

teristics of the time-evolution profiles (after a transient initial regime) are insensitive to the
choice of the initial data, provided that they are localized. To check if this actually occurs in
the present case, and rule out any eventual influence of initial data on late time results, we
have considered different choices for the initial data:

• Gaussian initial data

Φ(0, v) =

(

A1 e
−(v−vc1)2/2σ1

A2 e
−(v−vc2)2/2σ2

)

, Φ(u, 0) =

(

0
0

)

. (7.26)
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The initial v-functions are localized, with different peaks for the Ψ and Θ components.
Although strictly speaking they do not have compact supports, they are (numerically)
zero far away from the peaks.

• Compact support pulses

Φ(0, v) = f(v)

(

1
1

)

, Φ(u, 0) =

(

0
0

)

. (7.27)

We have chosen two different functions f = f1(v), f2(v). The first choice corresponds to

f1(v) =

[

4
(v − v2) (v − v1)

(v2 − v1)
2

]8

, v1 < v < v2 (7.28)

and zero elsewhere. This is a localized and smooth pulse with a compact support. Our
second choice corresponds to

f2(v) = 1 , v1 < v < v2 , (7.29)

and zero elsewhere. It is a localized but not continuous pulse with a compact support.

We have verified that the numerical results (after a transient regime) do not depend on the
initial data.

7.3.2 Iteration scheme in the frequency domain

We now present an alternative, and complementary, numerical method, which is an application
of Newton’s iteration scheme to the shooting method [197].

Let us define ω0 as the trial eigenfrequency of the eigenvalue problem defined by Eqs. (7.13),
(7.14). The corresponding solutions Ψ0 and Θ0 satisfy the following set of equations

Ψ′′
0(r⋆) + (ω2 − V11)Ψ0(r⋆) = V12Θ0(r⋆) , (7.30)

Θ′′
0(r⋆) + (ω2 − V22)Θ0(r⋆) = V21Φ0(r⋆) , (7.31)

and it is hereafter understood that all these quantities are evaluated at the trial frequency ω0.
In order to compute QNMs we require the following boundary conditions

Φ0(±∞) =

(

Ψ0(±∞)
Θ0(±∞)

)

∼
(

A±
B±

)

e±iωr⋆ . (7.32)

When Im[ω] < 0 Eq. (7.32) defines (stable) QNMs, while when Im[ω] > 0 we have “bound-
state-like” boundary conditions, i.e. Φ0 → 0 at r⋆ → ±∞ (see Paper I) and the corresponding
modes are unstable. The numerical method described in the rest of this section is capable to
find both stable and unstable modes.

The idea is to “shoot” from each of the boundaries to a matching point where the wave
functions and their derivatives are required to be continuous. In general, ω0 is not the true
eigenfrequency, and one of the continuity equations for Ψ0 and Θ0 is not satisfied. Without
loss of generality, we can choose either Θ0 or Θ′

0 to be the function which does not satisfy the
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continuity condition. Moreover we consider the matching point to be at r⋆ = 0. Namely we
assume that

[[Ψ0]] = [[Ψ0]] = [[Θ0]] = 0 ,
[[

Θ′
0

]]

6= 0 , (7.33)

where we define [[. . . ]] as the difference between the limits of the corresponding quantity as
r⋆ → 0±. We checked that our numerical results do not depend on the choice of the matching
point within a wide range around r⋆ = 0. We perform two integrations: one starting at

+∞ (numerically, at r⋆ = r
(1)
⋆ ≫ M) inward to r⋆ = 0, and the other one starting at −∞

(numerically, at r⋆ = r
(2)
⋆ ≪ −M) outward to r⋆ = 0. At both infinities, we expand solution

in series as follows

(

Ψ
Θ

)

∼































(

AH

BH

)

e−iωr⋆

[

1 +

N
∑

n=1

(

a
(n)
H

b
(n)
H

)

(r − 2M)n

]

,

(

A∞
B∞

)

eiωr⋆

[

1 +

N
∑

n=1

(

a
(n)
∞
b
(n)
∞

)

r−n

]

,

(7.34)

at r⋆ ≪ −M and at r⋆ ≫ M , respectively. In computing QNMs this way it is important
to choose appropriate values of numerical infinities, because numerical instabilities may arise

by considering too large values for r
(1)
⋆ and r

(2)
⋆ [194]. In fact at both infinities the general

solution will be a mixture of exponentially growing and exponentially suppressed modes and
(in order to compute QNMs) we must select pure exponentially growing modes. Problems

arise when too large values for r
(1)
⋆ and r

(2)
⋆ are chosen, because in that case contributions

from unwanted exponentially suppressed modes can be significant after the integration, due
to numerical errors. This problem can be circumvented by choosing small enough values of

numerical infinities, say |r(i)⋆ | ∼ 10M , and by considering large enough order of series expansion
N , say N & 10. In this way, though ∼ 10M is not very large (typically, for the modes we find,
|10Mω| ∼ 3 − 5) the series well approximates the correct solution. This problem does not
arise in the computation of unstable modes (see Appendix 7.7), since in that case we simply
impose Dirichlet conditions at both infinities.

In order to obtain solutions satisfying continuity conditions (7.33) at the matching point,
we compute two linear independent solutions and we construct an appropriate linear combina-
tion of them, which satisfies the required conditions. The first solution is obtained by choosing
A = 1 and a generic value B = B0 in the series expansion, whereas the second solution is
obtained by choosing B = 1 and a generic value of A = A0. We shall denote the first solution
as Ψ+ and the second one as Ψ−. In order to have two linear independent solutions we also
require A0B0 6= 1.

The procedure outlined above is adopted twice: once for A∞ and B∞ and once for AH

and BH . Accordingly, we perform four numerical integrations: two from r
(1)
⋆ and two from

r
(2)
⋆ up to r⋆ = 0 and we obtain (Ψright

± (r⋆),Θ
right
± (r⋆)) and (Ψleft

± (r⋆),Θ
left
± (r⋆)) respectively.

Finally we construct a linear combination of solutions:

(

Ψ0

Θ0

)

=



























a

(

Ψright
+

Θright
+

)

+ b

(

Ψright
−

Θright
−

)

, r⋆ > 0 ,

c

(

Ψleft
+

Θleft
+

)

+ d

(

Ψleft
−

Θleft
−

)

, r⋆ < 0 ,
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and we choose a, b, c, d in order to satisfy the continuity conditions, Eqs. (7.33). The net
result of this procedure is a set of solutions {Ψ0(r⋆),Θ0(r⋆)} which have the correct boundary
conditions and which are continuous everywhere with Ψ′

0 also continuous everywhere. The
discontinuity [[Θ′

0]] 6= 0 is related to the choice of a trial eigenvalue ω0, which is not the correct
eigenfrequency.

Let us now denote with ω1 the correction to the trial eigenvalue, i.e. ω = ω0 + ω1. If ω1

is a small correction, i.e. ω1 ≪ ω0, then [197]

ω1 =
µ0(0) [[Θ

′
0]]

∫

dr⋆

[

λ0

(

∂P
∂ω0

Ψ0+
∂R
∂ω0

Θ0

)

+µ0

(

∂Q
∂ω0

Θ0+
∂S
∂ω0

Ψ0

)] (7.35)

where we have defined P (r⋆) = −ω2 + V11, Q(r⋆) = −ω2 + V22, R(r⋆) = V12, S(r⋆) = V21. In
our case ∂P/∂ω0 = ∂Q/∂ω0 = −2ω0 and ∂R/∂ω0 = ∂S/∂ω0 = 0. Moreover in the Eq. (7.35)
λ0 and µ0 are the solutions of the conjugate equations of Eqs. (7.30)-(7.31)

λ′′0(r⋆) + (ω2 − V11)λ0(r⋆) = V21µ0 , (7.36)

µ′′0(r⋆) + (ω2 − V22)µ0(r⋆) = V12λ0 . (7.37)

The correction (7.35) has been computed in Ref. [197] for the case of “bound-state like” bound-
ary conditions. Interestingly enough, it is also valid for the more general case of boundary
conditions defined in Eq. (7.32). In fact it is straightforward to show that contributions to
Eq. (7.35) arising from boundary conditions (7.32) cancel each others out, if the same bound-
ary conditions are also imposed on λ0 and µ0. Therefore Eq. (7.35) can be used in an iteration
scheme until we reach the required accuracy. We find that convergence usually occurs, within
the required precision (typically |[[Θ′

0]] /Θ
′
0(+0)| < 10−6), in less then 50 iterations. However,

we cannot find the entire QNM spectrum using this method. Indeed even the single equation
version of this method fails to find first overtones of Schwarzschild BHs in General Relativ-
ity [194]. This is the reason why, as discussed in the next section, we can find QNMs with this
approach only for M4β & 0.5. For smaller values of β the iteration scheme ceases to converge.

7.4 Numerical results

In this Section we present the results of our numerical integrations, performed using both
the time domain approach and the iteration scheme approach in the frequency domain. The
results for time domain evolutions refer to Gaussian initial data, with a Gaussian wave-packet
characterized by vc = 10.0 and σ = 1.0 in Eq. (7.25); the field is extracted at r⋆ = 50.0M .

7.4.1 Small M4β limit

For small values of M4β (. 0.5), the perturbative dynamics is characterized by a stable
exponential mode phase. The intermediate late time evolution is dominated by

Φ(t, rfixed) = eωno t

(

a
b

)

(7.38)

with Re[ωno] = 0 and Im[ωno] < 0.
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After an extensive numerical exploration performed using the time domain approach, the
non-oscillatory frequencies ωno obtained are consistent with the expression

Mωno = −0.04024(M4β)0.44ℓ

(

1 +
2.0953

ℓ
− 3.4460

ℓ2

)

, (7.39)

which is illustrated in Fig. 7.1.
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Figure 7.1: ωno as a function of ℓ for different values of M4β ≤ 0.4. The dots indicate data
from our numerical methods, continuous lines indicate the fit (7.39).

7.4.2 Intermediate values of M4β

For M4β & 0.5, the system evolves with damped oscillations. The transition between non-
oscillating and oscillatory mid-late time behavior can be seen in Fig. 7.2, where we show the
time evolution of the Ψ and Θ components with ℓ = 2 for β = 5·10−3, 0.25, 1 . The behavior
for higher values of ℓ is qualitatively similar.

In this oscillatory regime we have found, for each value of M4β, two modes. In Table 7.1
we present the corresponding QNM frequencies (for ℓ = 2), computed using both numerical
methods described above; we find that the agreement between the two approaches is always
better then 0.4%. As we discuss in Section 7.4.3, these two modes belong to two different
branches, which we term “gravitational” and “scalar”; thus we can consider them as the
“fundamental” modes, i.e. the lowest lying modes of these two branches. We stress that these
names refer to the large β limit of the modes, but both perturbations, Ψ and Θ, oscillate with
both modesa.

The three different ℓ = 2 modes are shown, for 10−2 . M4β . 105, in Fig. 7.3, where the
dotted-dashed line refers to the non-oscillating mode, the continuous line to the “gravitational”
oscillating mode, and the dashed line to the “scalar” oscillating mode. We can see that, for
small values of β, the non-oscillating mode ωno, which dominates the time profile, is excited

aThis happens for M4β . 100; for larger values of M4β, the scalar perturbation Θ oscillates with one mode
only, as discussed in Section 7.4.3.
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Figure 7.2: Time-profiles for the |Ψ| (upper panel) and |Θ| (lower panel) components with
ℓ = 2 and M4β = 5·10−3, 0.25, 1.

together with the gravitational oscillating mode; for β = 0.3 all three modes are present, and
for larger values of β the two oscillating modes are present. Qualitatively similar plots can
be found for also for ℓ = 3 and ℓ = 4. The time evolution of Ψ for M4β = 0.3, which is a
combination of the three modes, is shown in in Fig. 7.4.
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Figure 7.3: Real (upper panel) and imaginary (lower panel) parts of the fundamental QNMs
as functions of β for ℓ = 2.

It should be mentioned that the numerical determination of the different modes for the
same value of M4β is not an easy task. For instance, neither of the two approaches is able
to find the scalar non-oscillating mode for M4β ∼ 0.5. The numerical difficulties are related
to the fact that the convergence of the iteration scheme in the frequency domain approach is
more difficult for small values of β. On the other hand, the time-profiles are usually available
for all the β range considered, but the extraction of the frequencies from them is not always
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Table 7.1: Quasinormal frequencies for the oscillatory modes with several values of M4β and
ℓ = 2. We compare the results obtained with the time domain (TD) approach with those
obtained with the frequency domain (FD) approach.

Mω, ℓ = 2

M4β TD FD

0.50 0.276 - 0.0967 i 0.276 -0.0936 i
1.98 - 0.145 i 1.97 - 0.144 i

1.00 0.291 - 0.0970 i 0.292 -0.0971 i
1.43 - 0.142 i 1.43 - 0.142 i

10.0 0.340 - 0.0980 i 0.340 - 0.0983 i
0.634 - 0.110 i 0.634 - 0.110 i

100 0.366 - 0.0921 i 0.367 - 0.0919 i
0.501 - 0.0952 i 0.501 - 0.0954 i

∞ 0.374 - 0.0890 i 0.374 - 0.0890 i
0.484 - 0.0967 i 0.484 - 0.0967 i
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Figure 7.4: Time profile for the Ψ component from the time-evolution approach (solid line)
for M4β = 0.3 and ℓ = 2, compared with a combination of oscillatory and non-oscillatory
modes (dashed line).

possible. However, we remark that the concordance of the two methods is very good in a wide
range of parameter space.

7.4.3 Large M4β limit

A time-profile for the wave function for M4β = 100 and ℓ = 2 is presented in Fig. 7.5. The
data for the Ψ component are consistent with a two-mode fit. The values obtained are

Mωgrav = 0.3736 − 0.08899 i (7.40)

Mωsc = 0.4837 − 0.09671 i , (7.41)

which coincide, up to numerical precision, with the complex frequencies of the (lowest lying)
QNMs of Schwarzschild BHs in Einstein’s theory for gravitational (ωgrav) and scalar (ωsc)
perturbations [9]. The data for the Θ component, instead, is consistent with a single mode
fit, with frequency ωsc. The obtained frequencies fit the numerical data very accurately. We
can conclude that in the β → ∞ limit and for low multipole numbers ℓ, the gravitational
perturbations and the scalar field oscillate with the QNMs of Schwarzschild BHs: the former,
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Figure 7.5: Time evolution of |Ψ| and |Θ|, for M4β = 100 and ℓ = 2.

with a combination of the scalar QNM and of the gravitational QNM; the latter, with the
scalar QNM. This behavior can be easily understood if we consider the β → ∞ limit of the
perturbation equations:

d2

dr2⋆
Ψ+

{

ω2 − f

[

ℓ(ℓ+ 1)

r2
− 6M

r3

]}

Ψ =
96πMf

r5
Θ ,

(7.42)

d2

dr2⋆
Θ+

{

ω2 − f

[

ℓ(ℓ+ 1)

r2
+

2M

r3

]}

Θ = 0 . (7.43)

These equations show that, as discussed in Section 7.2, the limit β → ∞ does not correspond
to the General Relativity limit. Indeed, the gravitational field is coupled with the scalar field:
equation (7.42) for Ψ is sourced by Θ. To recover General Relativity, one should restrict to
the solutions with Θ ≡ 0; note that Θ ≡ 0 is solution of the β → ∞ equations (7.42), (7.43),
not of the general equations (7.13), (7.14).

Eq. (7.43) coincides with the equation for scalar field perturbations of a Schwarzschild BH
in General Relativity. It does not depend on Ψ, and can be solved separately, yielding the well
known scalar QNM frequencies of Schwarzschild BHs [9]. Once Eq. (7.43) is solved, one can
solve Eq. (7.42), treating it like the equation of a forced oscillator, since Θ(r) can be considered
as “known”. The homogeneous equation associated to (7.42) yields the gravitational QNM
frequencies, like ωgrav [9], whereas the source oscillates with frequency ωsc. Its solution Ψ(r),
at very late times, oscillates with ωsc only, but at earlier times it is a combination of the
two frequencies, as we have found in our numerical integrations. Furthermore, if Θ ≡ 0,
Eq. (7.42) is trivially satisfied, whereas Eq. (7.43) simply becomes the Regge-Wheeler equation
for gravitational perturbations of a Schwarzschild BH. This explains why in the β → ∞ limit
both scalar and gravitational QNMs are eigenfrequencies of perturbation equations. Therefore,
no matter how large the coupling constant β is, DCS gravity leaves a peculiar signature in
the gravitational spectrum of a Schwarzschild BH. The actual detectability of this signature
is discussed in Section 7.5.
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7.4 Numerical results

7.4.4 Late time power-law tails

Our results clearly indicate that, for large enough values of the coupling constant β, there is a
power-law tail dominating the signal of the first multipolar numbers at very late times (after
the ringdown). Typical time profiles are shown in Fig. 7.6. The observed late time power-law
tails are consistent with the expression

Φ(t, rfixed) = t−(2ℓ+3)

(

a
b

)

. (7.44)

The result (7.44) can be analytically considered in the large r limit. In this limit, the equations
decouple and previous results in the literature [201] are applicable. The tails are universal,
in sense that they show no dependence on the parameters M and β. Note that the same
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Figure 7.6: Time evolution of |Ψ| and |Θ| for several values of ℓ. Straight lines indicate
power-law decay.

behavior (7.44) characterizes also Schwarzschild BHs [198], implying that a gravitational-wave
observation of the tail would not be able to discriminate DCS gravity from General Relativity.

7.4.5 Inclusion of a mass term in the Lagrangian

A relevant question is how the inclusion of a non-vanishing potential V (ϑ) in the action (7.6)
affects results discussed above. Here we consider the simplest potential, by ing a mass term for
the scalar field, i.e. V (ϑ) = m2ϑ2, with m = GM/(~c) and M the physical mass of the field.
We note that, if we consider a solar mass BH, M = 10−16(mM) MeV; therefore, mM = 0
for a massless field, 10−13 . mM . 1 for ultra-light axions [202], mM ∼ 1018 for a pion field,
and mM ∼ 1021 for a scalar field at the electroweak scale.

We note that the inclusion of a mass term destroys the shift symmetry of DCS gravity,
i.e., invariance under ϑ → ϑ + k, with k a constant. If one takes this as a fundamental
symmetry, which could presumably be broken only at the electroweak scale, it would imply
that m is of the electroweak size [203]. Nevertheless, for generality we do not impose any a
priori constraint on the mass of the scalar field.
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The mass term affects only the perturbation equation for the scalar field. In particular
only V22 in Eq. (7.20) is affected, and its general form for massive scalars is

V22 = f

[

ℓ(ℓ+ 1)

r2

(

1 +
576πM2

r6β

)

+
2M

r3
+m2

]

. (7.45)

Note that any scalar potential V (ϑ) whose expansion for ϑ≪M2 starts at least quadratically,
i.e. V (ϑ) ∼ m2ϑ2 +O(ϑ3), would give the same potential V22 as Eq. (7.45). This is also the
case of the periodic potential V (ϑ) ∼ cos ϑ for ultra-light axions [202].

Moreover the inclusion of a mass term affects the boundary conditions (7.32) for the scalar
field. In fact at infinity we have

Θ ∼ ei
√
ω2−m2r⋆ . (7.46)

Our numerical methods are capable of computing QNMs for massive scalar perturbations
whose mass is mM . 0.2, which includes the case of ultra-light axions. We report that
numerical results perfectly agree with our analytical expectations in Section 7.4.3. In fact, in
the large β limit, the inclusion of the potential only affects Eq. (7.43) and in turn it modifies
only the scalar branch of modes: the QNM spectrum consists in the usual gravitational modes
plus massive scalar modes of a Schwarzschild BH.

For smaller values of the coupling constant (M4β . 100) the analytical limit discussed in
Section 7.4.3 breaks down and both gravitational and scalar modes are affected by the scalar
potential. Qualitatively, the spectrum for massive scalar perturbations is analogous to the
one shown in Fig. 7.2. However, for gravitational modes, the dependence on the scalar mass
is very mild. The real part is almost insensitive to m (at least for mM . 0.2), whereas the
imaginary part changes as much as 5% for M4β ∼ 1 and mM ∼ 0.2. Thus, as expected,
DCS gravity leaves a signature in the QNM spectrum of a Schwarzschild BH even if a scalar
potential of the form (7.5) is included. Presumably similar results hold for larger values of
mM and for more general potentials V (ϑ).

7.5 Discriminating the QNMs: no-hair tests

Let us now consider what kind of information one can extract from gravitational-wave obser-
vations of black hole ringdowns, i.e., from the observation of the quasinormal modes of black
holes [14, 204, 9].

What we ideally would like to do is to use gravitational-wave measurements to test General
Relativity and/or to rule out alternative candidate theories. The detection of two modes in
General Relativity would probably mean these modes are the ℓ = 2 and ℓ = 3 fundamental
modes, with frequencies Mω = 0.37367 − 0.08896 i and Mω = 0.59944 − 0.09270 i, respec-
tively [9]. On the other hand, two-mode measurements in DCS gravity could stand for the
lowest ℓ = 2 modes, which in DCS gravity with large M4β are Mωgrav = 0.3736 − 0.08899 i
and Mωsc = 0.4837−0.09671 i. The question we now address is the following: what minimum
signal-to-noise ratio is required in order to be able to discriminate two ringdown signals, and
then to test DCS gravity? In other words, how can we tell if there really are two or more
modes in the signal, and can we resolve their parameters? If the noise is large and the am-
plitude of the weaker signal is very low, or the two signals have almost identical frequencies,
the two modes could be difficult to resolve. If we can resolve the two modes, then tests of
Chern-Simons predictions can be performed.
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A crude lower limit on the SNR required to resolve frequencies and damping times was
presented in [14, 204, 9]. The analysis uses the statistical uncertainty in the determination of
each frequency and damping time, which a standard Fisher Matrix calculation estimates to
be [14, 204, 9],

ρσf .
0.1

M
, (7.47)

ρστ . 65M . (7.48)

Here, ρ is the signal-to-noise ratio (SNR), f ≡ Re[ω]/2π and τ ≡ 1/Im[ω] and σk is the
rms error for variable k. The numbers above assume white-noise for the detector, and equal
amplitudes for the two modes. A natural criterion (á la Rayleigh) to resolve frequencies and
damping times is

|f1 − f2| > max(σf1 , σf2) , |τ1 − τ2| > max(στ1 , στ2) . (7.49)

In interferometry this would mean that two objects are (barely) resolvable if “the maximum
of the diffraction pattern of object 1 is located at the minimum of the diffraction pattern of
object 2”. We can introduce two “critical” SNRs required to resolve frequencies and damping
times,

ρfcrit =
max(ρσf1 , ρσf2)

|f1 − f2|
, ρτcrit =

max(ρστ1 , ρστ2)

|τ1 − τ2|
. (7.50)

We find the following estimates,

ρfcrit ∼ 6 , (7.51)

ρτcrit ∼ 150 . (7.52)

Thus, for SNRs larger than 6, one can distinguish the two vibration frequencies in the signal,
and is also able to discriminate between the General Relativistic and the DCS prediction. For
SNRs larger than 150, one can also measure and discriminate the two different lifetimes. In
other words, SNRs larger than 6 allow one to discriminate between the ℓ = 3 ringing frequency
and the “scalar-field-type” gravitational mode in CS gravity with large β. SNRs larger than
150 would allow one to disentangle even the lifetime of each mode. We also note from Table 7.1
and from Fig. 7.3 that for smaller values of β the frequency of the (fundamental, “scalar”)
mode is larger and then closer to the ℓ = 3 mode of General Relativity; to discriminate between
them, a larger SNR would be required.

The results and discussion above assume that both modes have the same amplitude. In
that sense, the results above represent a lower limit for the two modes to be discernible. In
general the relative amplitude of the two modes depends on the physical process exciting
them and on the coupling parameters of the theory. For instance, the relative amplitude has a
strong dependence on the initial amplitude of each wavepacket, as defined by equation (7.26).
This is depicted in Fig. 7.7 for ℓ = 2 and β = 100. This plot shows that when A1/A2 = 1 the
scalar and gravitational modes compete and the result is a damped beating pattern. When
A1/A2 = 1000 the gravitational mode dominates the intermediate-time evolution. It would be
very interesting to determine the relative amplitudes of these modes for physically interesting
situations, like extreme-mass-ratio inspirals, but this is outside the scope of the present work.
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Figure 7.7: Dependence of the gravitational-wave signal on the relative amplitude of the initial
gaussian profile, for β = 100 and ℓ = 2.

7.6 Conclusions

We have found that Schwarzschild BHs in DCS modified gravity are stable against axial and
polar perturbations. Indeed, an extensive investigation of BH oscillations, performed using two
different numerical approaches, only yields stable modes, either oscillating or non-oscillating.

Polar perturbations obey exactly the same master equation as in General Relativity, and
therefore BHs in DCS gravity oscillate at the same polar frequencies. Axial perturbations,
instead, couple to a scalar field, enlarging the spectrum of resonances in the gravitational
sector. In particular, the ringdown of a BH in DCS gravity is a superposition of two different
QNM sectors. For large values of the constant β, which is associated to the dynamical coupling
of the scalar field, one of these sectors corresponds to the gravitational and the other sector
to scalar-field QNMs of Schwarzschild BHs in General Relativity. Thus, a golden opportunity
to test these theories is by detection of BH ringdowns. As shown in Section 7.5, a modest
SNR (& 6) could be sufficient to discriminate between General Relativity and DCS modified
gravity. These estimates assume very special relative amplitudes between the modes. Accurate
estimates, as well as constraints on the coupling parameters, require the calculation of accurate
waveforms for physically interesting processes exciting these ringdown modes.

The problem dealt with here is also interesting for a number of other reasons, in particular
because we expect such kind of problems, i.e. QNMs described by a system of coupled second
order ODEs, to be a general feature of alternative and more intricate theories; surprisingly
there are very few studies of this kind of system in General Relativity.

Finally, we detail in Appendix 7.7 how ghost-instabilities develop in this theory when
β < 0, by a careful analysis of the instability timescale and other features.

Generalization of our results to rotating black holes is of utmost importance, given that
many astrophysical black holes are rapidly rotating. Rotating solutions in DCS gravity are
only partially understood [170, 205], we hope to come back to this issue in the near future.
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7.7 Appendix: Ghost-like instabilities for β < 0

In this Appendix we study unstable modes for the system (7.13),(7.14), which arise for β < 0,
i.e. for the wrong sign for the kinetic energy in the action (7.6). In particular we discuss a
peculiar instability, arising at large multipoles ℓ, which we believe may be seen as a general
signature of ghost-like instabilities at linear level.

For β < 0, our numerical approaches both show that the amplitudes of the gravitational
and scalar field grow exponentially with time: the spacetime is unstable. The agreement be-
tween the two methods is excellent (to within the last significant digit), thus results presented
here can be reproduced by both methods.

For small values of M4|β| the growth is purely exponential, ∼ eωnot. The non-oscillatory
exponential coefficient ωno depends on β and ℓ, as presented in Table 7.2

Table 7.2: Non-oscillatory exponential coefficient Mωno for several values of M4β and ℓ.

ℓ = 2 ℓ = 3 M4β = −1

M4β Mωno M4β Mωno ℓ Mωno

-0.05 5.894 -0.05 8.391 2 1.115
-0.10 4.111 -0.10 5.871 3 1.629
-0.50 1.706 -0.50 2.467 4 2.142
-1.00 1.115 -1.00 1.629 5 2.655
-2.00 0.6666 -2.00 0.9930 10 5.215
-3.00 0.4382 -3.00 0.6710 20 10.31
-4.00 0.2650 -4.00 0.4358 30 15.30
-4.791 0.0547 -5.233 0.0752 50 24.69

Mωno ≈ −0.22− 0.19ℓ +
0.30 + 0.69ℓ

(M4|β|)0.45
, (7.53)

for any ℓ and small enough M4|β|. We notice that the instability timescale τ = 1/Im[ω] is
shorter (the instability is stronger) for smaller β and for larger ℓ. From the expression above
one expects that, for large enough |β|, pure exponentially-growing modes cease to exist (ωno

is negative for large enough |β|). In fact if β < −|βno|, the late time decay is dominated by
an oscillatory exponential mode. This is depicted in Fig. 7.8.

Furthermore our results show that, for fixed ℓ and as β further increases, there exists a
critical value βcrit, such that

Im [ω(βcrit)] = 0 , (7.54)

and for β < −|βcrit| the modes change from unstable to stable. This critical value depends on
ℓ and its dependence is very well fitted by a quadratic function

M4βcrit = −2.77 ℓ2 . (7.55)

Expression (7.55) implies that the complete perturbation (taking into account all multipole
components) is always unstable: for any β < 0 there is always a multipole ℓ for which ωI > 0.
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Figure 7.8: Evolution in time of |Ψ| and |Θ| for ℓ = 2 and negative values of M4β.

Table 7.3: Fundamental unstable mode for different values of β and taking into account the
multipole components up to ℓ = 30

Fundamental unstable mode, ω = ωR + iωI

M4β = −10 M4β = −20 M4β = −30 M4β = −40

ℓ MωR MωI MωR MωI MωR MωI MωR MωI

3 0.5387 0.0034 0.5835 0.0060 - - - -
4 0.7342 0.0540 0.7771 0.0371 0.7973 0.0177 0.8074 0.0037
5 0.9154 0.0964 0.9656 0.0676 0.9885 0.0443 1.0002 0.0278
10 1.7929 0.2884 1.8862 0.2186 1.9251 0.1732 1.9456 0.1422
20 3.5266 0.6625 3.7061 0.5188 3.7794 0.4291 3.8181 0.3686
30 5.2563 1.0362 5.5216 0.8186 5.6295 0.6848 5.6865 0.5947

In Table 7.3 we present the fundamental, unstable mode, for large values of β and different
values of ℓ. The imaginary part of the fundamental unstable mode grows linearly with ℓ, i.e.
the instability timescale decays linearly with ℓ.

Generically our results imply that for any value of β < 0 there is an instantaneous in-
stability which develops once all the multipolar components are taken into account. This is
related to the choice of the wrong sign for the kinetic term of the scalar field in the action,
and it is the signature of ghost-like states at the linear level.
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Chapter 8

Black holes in
Einstein-Dilatonic-Gauss-Bonnet
gravity

It is generally accepted that Einstein’s theory will get some as yet unknown corrections,
possibly large in the strong field regime. An ideal place to look for these modifications
is around the vicinities of compact objects such as black holes. Our case study here are
Dilatonic Black Holes, which arise in the framework of Gauss-Bonnet couplings and one-
loop corrected four-dimensional effective theory of heterotic superstrings at low energies.
These are interesting objects as a prototype for alternative, yet well-behaved gravity theo-
ries: they evade the “no-hair” theorem of General Relativity but were proved to be stable
against radial perturbations.

We investigate the viability of these black holes as astrophysical objects and try to
provide some means to distinguish them from black holes in General Relativity. We start
by extending previous works and establishing the stability of these black holes against axial
perturbations. We then look for solutions of the field equations describing slowly rotating
black holes and study geodesic motion around this geometry. Depending on the values of
mass, dilaton charge and angular momentum of the solution, one can have differences in
the ISCO location and orbital frequency, relatively to black holes in General Relativity.
In the most favorable cases the difference amount to a few percent. Given the current
state-of-the-art, we discuss the difficulty to distinguish the correct theory of gravity from
EM observations or even with gravitational wave detectors.
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8.1 Introduction

8.1 Introduction

Einstein’s theory of General Relativity (GR) has passed numerous consistency and experimen-
tal tests in a spectacular way [23]. Nevertheless, it is a general consensus that GR will get
modified at some scale, if only because GR has resisted all attempts at its quantization. More-
over, other theories of gravity also pass the experimental tests, some with a better “quantum
behavior” and should be taken as serious candidates. Unfortunately, the majority of these
alternative theories are vastly more complex than GR in their full-fledged form. Thus the dif-
ferences between one and the other and specially differences one can measure experimentally
are difficult to probe and present investigations mostly focus on the weak-, far-field behavior.

One of the candidates for a theory of quantum gravity is string theory [206]. Since it is
still difficult to study geometrical settings in superstring theories, most analyses have been
performed by using low-energy string-inspired effective theories [207]. Thus, quantum gravity
predictions can be tested by studying modifications of GR due to some low-energy truncation
of string theory [208]. Typically the effective theories are supergravities involving not only
the metric but also a scalar field (the dilaton) as well as several gauge fields [27]. One of such
theories is the one-loop corrected four-dimensional effective theory of the heterotic superstrings
at low energies and a simple particular case is known as Einstein-Dilatonic-Gauss-Bonnet
(EDGB) theory (see for instance Ref. [209] and references cited therein for a nice and concise
introduction to this theory). In EDGB theory the gauge fields are neglected and only the
(spacetime-dependent) coupling between the dilaton and the gravity is considered, with the
anomaly-canceling Chern-Simons term also neglected (see for instance [210, 190, 211, 212] for
work taking this term into account). At the first order in the Regge slope, α′, higher-derivative
gravitational terms such as the Gauss-Bonnet (GB) curvature-squared term are present in the
action, hence the name. The GB terms avoid some pathological features, for example the
theory is ghost-free. Since the equations of motions are still of second order, EDGB theory
provides one of the simplest consistent high-energy modifications to GR. Even though it does
not seem to be a viable cosmological model [213], the Parametrized Post-Newtonian [214]
expansion of this theory is identical (to lowest order) to that of GR [215, 216], which means
that it passes all Solar system-like experimental tests of gravity. Differences arise only from
full nonlinear effects and the ideal place to look for these is near compact objects such as black
holes.

Dilatonic Black Holes (DBHs) do exist in EDGB theory [177, 217, 218]. They have a regular
event horizon and the geometry is asymptotically flat at infinity (recently DBHs in higher
dimensions [175] and with non-flat asymptotical geometries [219] have also been studied). In
what follows we refer to DBHs in EDGB theory only. DBHs are interesting for many theoretical
and practical reasons. DBHs can evade the classical “no-scalar-hair” theorem [145], and be
dressed with classical non-trivial dilaton hair. This is a direct consequence of the GB term [177]
and opens up the exciting possibility of ruling out such objects and theories by testing the
no-hair theorem, either by gravitational-wave observations of ringdown [14] or by observations
of highly eccentric orbits around supermassive black holes [220]. The lack of experimental
data and some problems on the theoretical side make it very difficult to explore string theory
and other theories of quantum gravity. Since quantum gravity effects are expected to play a
significant role in strong gravity regime such as in cosmology [221] and in black hole physics,
the investigation of BHs in EDGB theory can shed new light on some aspects of quantum
gravity and/or be used to develop testable predictions of the theory.
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8.1.1 Astrophysical implications

Our purpose here is to begin exploring differences between GR and alternative theories that
could be experimentally tested through astrophysical observations, in the strong field regime.
Thus, even though the theory with which we will work is only a first order truncation of
the full action, we will elevate it to the status of a complete theory, therefore we place no
restriction on the Regge slope. The first important problem concerns the stability of DBHs.
Credible alternatives to the Schwarzschild and Kerr metric of GR must be stable spacetimes.
It has been shown [179, 222] that DBHs are stable against a small subset of all possible per-
turbations, linear radial perturbations. In this work we characterize completely half of the
possible degrees of freedom, by studying general axial perturbations. We find that DBHs
are stable also against these perturbations. By itself this is an interesting result confirming
that high-energy contributions lead to viable alternatives to classical BHs arising in GR. The
viability of DBHs poses the following question: can one devise observational tests to discern
a DBH from a classical BH? In classical Einstein-Maxwell theory BHs are characterized by
three parameters [223]: mass M , electric charge Q and angular momentum J ≡ aM 6 M2.
Astrophysical BHs are likely to be electrically neutral because of the effect of surrounding
plasma [224], and therefore tests of alternative theories of gravity can in general focus on rota-
tion alone. The task is still highly non-trivial and as we mentioned earlier, strong-field effects
must be searched for in theories that are not already ruled out by Solar-system experimental
data [216].

Most if not all of present-day astrophysical observations related to compact objects, con-
cern directly or indirectly the motion of matter. Thus, a study of geodesic motion around
compact objects in alternative theories is of utmost importance. Geodesics convey very im-
portant information on the background geometry. In particular circular orbits whose radius
is close to the horizon may be extremely useful, because they already probe strong field re-
gions. They can be used to compute the “innermost-stable-circular-orbit” (ISCO), a notion
which is very important for interpretation of the experimental data concerning astrophysical
black holes. For the Schwarzschild spacetime, rISCO = 6M , while for an extremal rotating
Kerr geometry, rISCO =M , 9M for co- and counter-rotating circular orbits respectively. Mea-
surements of the ISCO are also useful to evaluate the angular momentum of Kerr BHs [225].
Current methods to measure the ISCO include spectral fitting, quasi-periodic oscillations and
relativistic iron line measurements [225]. Here we show that differences in the ISCO of slowly
rotating DBHs and classical Kerr black holes can be significant, depending on the coupling
parameter. These differences, which may be detectable in near-future experiments, are likely
to increase for highly spinning black holes (which are unfortunately out of the scope of this
work). In fact, it seems an exciting possibility that the GRAVITY experiment [226], designed
to make precision measurements of orbits of stars in the neighborhood of the black-hole in the
center of our galaxy, might already be able to discriminate between these black hole solutions
and GR solutions, or otherwise impose stringent bounds on the coupling parameter.

Current techniques to evaluate the angular momentum of astrophysical compact objects are
based only on ISCO measurements [225]. One needs to assume a particular theory of gravity
in order to evaluate J . Thus discerning a DBH from a Kerr black hole by ISCO measurements
is not an easy task. Future gravitational wave experiments will provide a viable method to
measure M and J independently [139]. The analysis below suggests that a possible deviation
from the expected ISCO in GR can be explained in term of dilatonic charged BH. Therefore
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in a near future, gravitational wave astronomy may offer a the possibility to explore string
theory-inspired modifications of GR.

Finally, null unstable geodesics are closely related to the appearance of compact objects
to external observers [227, 228] and have been associated with the characteristic, or quasi-
normal modes (QNMs) of BHs [229, 9]. Quasinormal modes are very important in devising
experimental tests of GR and for gravitational wave astronomy. Measuring QNM frequencies
may provide a definitive proof of the existence of BHs in GR and it could be useful to study
corrections to GR too. Thus the analysis of geodesic motion around a DBH can shed new
light on various and important aspects of high-curvature corrections to gravity.

Other theories might also suggest a different ISCO location, different quasinormal modes,
etc. Thus, a deviation in these quantities is not a verification of a particular theory, but is
a first step in understanding what different theories and scenarios predict in the strong field
regime, which could potentially discriminate GR from other alternatives.

The chapter is organized as follows. In Section 8.2 we briefly review the main aspects
of BHs in EDGB theory. In Section 8.3 we prove the linear stability of DBHs against axial
perturbations. We proceed by studying slowly rotating DBHs in Section 8.4. We prove that
such slowly rotating solutions do exist and we characterize them, including a discussion on the
ergoregion in these spacetimes. Section 8.5 discusses geodesics in both spherically symmetric
and slowly rotating DBHs as well as the possible experimental tests which can be performed to
discern a DBH from a Kerr BH. We compute the ISCO dependence on the angular momentum
and the QNM frequencies for a spherical symmetric DBH in the eikonal limit. Conclusions are
discussed in Section 8.6. In our notation, we use the signature (+ − −−) and the curvature
tensor is defined by Ra

ijk = ∂jΓ
a
ik + ....

8.2 Spherically symmetric BHs in Einstein-Dilaton-Gauss-Bonnet

theory

We consider the following low-energy effective action for the heterotic string [27]

S =
1

2

∫

d4x
√−g

(

R− 1

2
∂µφ∂

µφ+
α′eφ

4g2
R2

GB

)

, (8.1)

where
R2

GB = RµνρσR
µνρσ − 4RµνR

µν +R2 , (8.2)

is the GB invariant, α′ is the Regge slope and g2 is some gauge coupling constant. We set
g = 1 for the rest of this chapter. String-inspired O(α′) corrections to Einstein’s gravitation
are included in the action (8.1), while gauge fields and matter are omitted for simplicity. We
also note that there is some arbitrariness in the coupling, depending on which frame we take
as fundamental [175], we choose to keep the eφ coupling in line with previous works. We shall
refer to the action (8.1) as EDGB theory.

The dilaton field and Einstein’s equations derived from (8.1) are

1√−g ∂µ[
√−g∂µφ] =

α′

4
eφR2

GB , (8.3)

Gµν =
1

2
∂µφ∂νφ − 1

4
gµν(∂ρφ)

2 − α′Kµν , (8.4)

116



Chapter 8. Black holes in Einstein-Dilatonic-Gauss-Bonnet gravity

where Gµν = Rµν − 1
2gµνR is the Einstein tensor and

Kµν = (gµρgνλ + gµλgνρ)η
κλα′β∇g[R̃

ρg
α′β∂κf ] . (8.5)

Here,

ηµνρσ = ǫµνρσ(−g)− 1
2 , ǫ0ijk = −ǫijk ,

R̃µν
κλ = ηµνρσRρσκλ , f =

eφ

8
.

From the right-hand-side of the modified Einstein’s equation (8.4), one can construct a con-
served “energy momentum tensor”, ∇µT

µν = 0,

Tµν = −1

2
∂µφ∂νφ+

1

4
gµν(∂ρφ)

2 + α′Kµν . (8.6)

In Ref.[177] is shown that the time component of −Tµν , which in Einstein’s gravity would
correspond to the local energy density E , can be negative. The reason is that, as a result of
the higher derivative GB terms, there are contributions of the gravitational field itself to Tµν .
The positiveness of −T00 is one of the main assumptions of the no-scalar-hair theorem [145]
which can be (and indeed is) evaded in EDGB theory.

We now focus on BH solutions in EDGB theory, considering the following spherically
symmetric ansatz for the metric

ds2 = eΓ(r,t)dt2 − eΛ(r,t)dr2 − r2(dθ2 + sin2 θ dϕ2) . (8.7)

The equations of motion derived from (8.3) and from (8.4) can be found in Ref. [179]. In a
static, asymptotically flat geometry, black hole solutions exist only if [177]

eφh ≤ r2h
α′√6

, (8.8)

where rh and φh are quantities evaluated on the horizon. In particular black hole solutions
may exist only for α′ > 0. From the asymptotic behavior of the fields one can extract the
ADM mass, M and the charge D. As shown in Ref. [177] M and D are not independent
quantities, thereby leading to the secondary nature of the dilaton hair [230]. These black hole
solutions are uniquely characterized by two parameters (φh, rh), which correspond to a unique
choice of (M,D). The equations of motion remain invariant under a shift φ → φ + φ0 and
a simultaneous radial rescaling r → reφ0/2. As a consequence of the radial rescaling, the two
other asymptotic parameters, M and D, are also rescaled according to the rule M →Meφ0/2

and D → Deφ0/2. Due to the above invariance it is sufficient to vary only one of rh and
φh. Following [179] we choose to keep rh fixed and to vary φh. Typical background fields are
shown in Fig. 8.1. Differences in the metric coefficients occur only very close to the horizon.
We checked our numerical solutions reproducing results shown in the Table 1 of Ref. [177].

After the rescaling, equation (8.8) can be written in terms of the coupling constant

0 <
α′

M2
. 0.691 . (8.9)

The maximum value α′/M2 ∼ 0.691 corresponds to D/M ∼ 0.572. For larger values of the
coupling constant no DBH solution exists. The dilaton charge, D, as a function of α′/M2

is shown in Figs. 8.2, where it is compared with the analytical solution in the α′ → 0 limit,
D/M = α′/(2M2) [178].
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Figure 8.1: Metric components gtt and grr for a DBH (solid lines) compared with an equal
mass Schwarzschild hole (dotted lines) (α′/M2 ∼ 0.691, which corresponds to D/M ∼ 0.572).

8.3 Linear stability analysis

The framework for a linear stability analysis of black holes in theories with Gauss-Bonnet
terms was laid down by Dotti and Gleiser [65, 231, 232] in higher dimensions (with no dila-
ton), and generalized by Moura and Schiappa [209] in the context of Riemann tensor, R2,
corrections. Perturbations of four-dimensional DBHs were considered by Kanti et al [179] and
Torii and K. i. Maeda [222]. Unfortunately these authors considered only a very specific type
of perturbations, here we want to generalize their results. Consider therefore perturbing the
spacetime in the following linear way

gµν(x
ρ) = g(0)µν (x

ρ) + ǫ hµν(x
ρ) ,

φ(xρ) = φ0(x
ρ) + ǫ δφ(xρ) , (8.10)

where ǫ ≪ 1, g
(0)
µν and φ0(x

ρ) are the background fields, while hµν and δφ(xρ) are the per-

turbations. The background metric g
(0)
µν and dilaton field φ0(x

ρ) are given by the numerical
static black hole solution described above [177].

8.3.1 General formalism

To study this problem we use the approach first described by Regge and Wheeler [4]. After a
decomposition in tensorial spherical harmonics [5, 233], the perturbations fall into two distinct
classes: axial (odd) with parity (−1)l+1 and polar (even) with parity (−1)l, where l is the
angular momentum of the particular mode. The theory described by (8.1) is invariant under
diffeomorphismsa, as Einstein’s theory is. We can then use the gauge freedom in order to
simplify the elements hµν . In the classical Regge-Wheeler gauge the canonical form for the
metric perturbations is (see also Ref. [234]):

aDespite the covariant derivative in Eq. (8.5), equations of motion do not contain higher derivatives of
the metric gµν because of the GB term (see equation (4) in [222]). This allows one to use the same gauge
transformations first proposed in Ref. [4].
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Figure 8.2: The dilaton charge, D, as a function of (re-scaled) α′/M2 (solid line). The whole
range of α′/M2 in which a black hole solution exists is shown. Numerical solution behaves as
D/M ∼ α′/(2M2) in the α′ → 0 limit [178] (dashed line).

- axial perturbations:

hµν =









0 0 0 h0
0 0 0 h1
0 0 0 0
h0 h1 0 0









e−iωt (sin θ∂θ)Pl , (8.11)

- polar perturbations:

hµν =









H0e
Γ(r) H1 0 0

H1 H2e
Λ(r) 0 0

0 0 r2K 0
0 0 0 r2K sin2 θ









e−iωtPl.

Where Pl = Pl(cos θ) is the Legendre polynomial with angular momentum l and h0, h1, H1,
H2 and K are unknown radial functions.

Perturbations of the dilaton field, δφ, do not appear in the axial equations (see also [235]).
The linear stability analysis proceeds by mapping the system of the equations of motion for the
perturbation fields under consideration to a stationary one-dimensional Schrödinger problem,
in an appropriate potential well, in which the ‘squared frequencies’ ω2 are the “energy eigen-
values”. Instabilities, then, correspond to bound states, i.e. to negative energy eigenstates or
equivalently to frequencies ω with a positive imaginary component.

Presumably because polar perturbations are extremely complex to analyse, Kanti et al. [179]
focused on a certain subset, the radial perturbations. They found that the spacetime was sta-
ble against radial perturbations, their results being confirmed in Ref. [222]. Thus, there are
good indications that the spacetime is stable under polar perturbations. We thus focus here
on the other set of perturbations, axial perturbations, which as far as we know are not dealt
with in the literature.
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8.3.2 Axial perturbations

For axial perturbations only 3 nontrivial Einstein equations can be obtained by substituting
(8.11) and (8.10) into (8.4). The zeroth-order equations are identically zero, due to the
background solution, while the equations for the perturbations, h0 and h1, read:

(ϕ, θ) : h0(r) +A1 h1(r) +A2 h
′
1(r) = 0 , (8.12)

(ϕ, r) : h′0(r)−
2

r
h0(r) + 1, l h1(r) = 0 , (8.13)

(ϕ, t) : C1,l h0(r) + C2,l h1(r) + C3,l h
′
0(r) +

C4,l h
′
1(r) + C5,l h

′′
0(r) = 0 , (8.14)

where Ai, Bi,l and Ci,l depend on the radial background function Γ,Γ′,Γ′′,Λ,Λ′, φ0, φ′0 and φ′′0
found in [177]. Their explicit form can be found in Appendix 8.7. We observed numerically
that equation (8.14) is automatically satisfied as a consequence of the other two equations and
of background solutions. So we are left with a system of two ODEs for two unknown functions
h0(r) and h1(r). Eliminating h0 from the first order equation (8.12) we obtain a second order
differential equation for h1 which can be recast (see Appendix 8.7 for details) in the following
Schrödinger-like equation,

u′′(r) +
[

V (r) + ω2K(r)
]

u(r) = 0 , (8.15)

These functions are shown in Fig. 8.3.
The asymptotic behavior of equation (8.15) (see Appendix 8.7 for details) is

u′′(r) +

[

Vh + ω2Kh

(r − rh)2

]

u(r) = 0 , r → rh , (8.16)

u′′(r) + ω2 u(r) = 0 , r → ∞ . (8.17)

The asymptotic solutions are

u(r) ∼ u0(r − rh)
1
2
±
√

1
4
−Vh−ω2Kh , r → rh , (8.18)

u(r) ∼ u∞e
±iωr , r → ∞ . (8.19)

Figure 8.4 shows the coefficients Vh and Kh as functions of α′/M2. For a Schwarzschild BH,
Vh ≡ 1/4 and Kh ≡ 4M2. In the EDGB case one finds one finds Vh ∼ 1/4 and Kh . 4M2 in
the whole range (8.9). Thus the asymptotic solution (8.18) simplifies

u(r) ∼ u0(r − rh)
1
2
±i ωM

√

Kh
M2 , r → rh , (8.20)

Since ω is complex, the sign in equations (8.19) and (8.20) above has to be chosen so that the
solution is regular on the horizon and at infinity. For unstable modes Im(ω) > 0, thus the
choice of the minus and the plus sign in Eqs. (8.19) and (8.20) respectively guarantees that
the corresponding eigenfunctions will vanish at infinity and at the horizon. We have searched
for unstable modes using these boundary conditions. We integrated equation (8.15) outward
starting from the horizon until we found the eigenfrequency corresponding to a vanish field
at infinity. We used a Runge-Kutta 4th order method, considering rh = 1 and different φh
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values corresponding to different BH solutions [177]. We systematically span the whole range
(8.9) for l = 2, 3, 4. We also randomly span other values for α′ and l to no avail: no unstable
modes were found. We checked the numerical accuracy of our results by changing numerical
parameters such as r∞. Our results strongly suggest that EDGB black holes are stable against
axial perturbations. This completes the previous linear stability analysis [179, 222] performed
for radial perturbations. It would be of great interest to understand also polar perturbations
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Figure 8.3: Left Panel: The potential V (r) for the axial perturbations for a EDGB black hole.
Different values of the angular momentum l are shown for α′/M2 ∼ 0.691, which corresponds
to D/M ∼ 0.572. Right Panel: The function K(r) for the axial perturbations equation for a
EDGB black hole for α′/M2 ∼ 0.691.
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Figure 8.4: The coefficients Vh (solid line) and Kh (dashed line) as functions of α′/M2 in the
whole range (8.9). As for a Schwarzschild BH, Vh ≡ 1/4, whereas Kh is always smaller than
its Schwarzschild counterpart, Kh . 4M2.

and reduce them to a single master ordinary differential equation. Due to the complexity
of the equations involved we did not perform such an analysis. We note that the present
analysis is only possible because axial and polar perturbations decouple in this theory, unlike
for instance in Chern-Simons theory [192].
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8.4 Slowly rotating BHs in EDGB theory

Astrophysical black holes are expected to be highly spinning because of accretion and merger
events [236, 237, 238, 239]. Unfortunately the GB term is very hard to deal with for generic
axisymmetric metrics and thus general rotating black holes are difficult to study without
a full numerical integration of Einstein’s equations. Expansion in α′ is another promising
approach, which has been successfully implemented for non-rotating DBHs [178]. Here we use
another method, searching for solutions describing rotating BHs at every order in α′, but in
a slow rotation approximation. This method allow us to prove that such (slowly) rotating
BHs do exist in EDGB theory. This strongly suggests that, in general, rotating DBHs exist.
In alternative high energy modifications of GR, such as Chern-Simons modified gravity BHs,
rotating black hole solutions are harder to find [240, 241].

We follow Hartle’s approach [242] which is based on axisymmetric perturbations of a
spherically symmetric equilibrium solution and on an expansion of the perturbed quantities
in a power series of the angular velocity Ω for frame dragging. The equilibrium solution is
the one developed in Ref. [177] and explored in the previous sections. To first order in Ω the
perturbed metric is

ds2 = eΓ(r)dt2 − eΛ(r)dr2 − r2
[

dθ2 + sin2 θ (dϕ− Ωdt)2
]

, (8.21)

where Ω ≡ Ω(r, θ) is the angular velocity dφ/dt of an observer at (r, θ) freely falling from
infinity. Since we consider only axisymmetric perturbations, we neglected the φ dependence
and we can expand Ω(r, θ) in terms of Legendre polynomials

Ω(r, θ) =
∞
∑

l=1

Ωl(r)

(

− 1

sin θ

dPl(cos θ)

dθ

)

. (8.22)

Both the metric and dilaton perturbations are functions of even powers of the angular velocity
Ω, thus we can use the unperturbed metric and the unperturbed dilaton field to find Ω-order
corrections neglecting Ω2-order terms. Using the expansion (8.22) only the {t, ϕ} component
of modified Einstein equations (8.4) is first order in Ω and, interestingly enough, it gives a
separable differential equation as follows

Ω′′
l (r) +

G2(r)

G3(r)
Ω′
l +

[

eΛ
G1(r)(2− l(l + 1))

G3(r)

]

Ωl = 0 , (8.23)

where

G1(r) = 2eΛ + α′eφ
(

Λ′φ′ − 2(φ′2 + φ′′)
)

,

G2(r) = −eΛr(−8 + r(Λ′ + Γ′))− α′eφ
(

φ′(6− r(3Λ′ − 2φ′ + Γ′)) + 2rφ′′
)

,

G3(r) = 2r2eΛ − 2α′reφφ′ ,

(8.24)

and Λ, φ, Γ are zeroth-order in Ω, therefore given by the spherically symmetric background [177].
For α′ = 0 equation (8.23) is equivalent to the standard GR form (equation (43) in Ref. [242]
with vanishing stress tensor).
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To solve the above equation we must specify the boundary condition for large r. Since the
scalar field vanishes asymptotically, the solution should approach flat space solution. Thus for
large r we can define the angular momentum of the BH via the following behavior,

Ωl(r) ∼
2J

r3
. (8.25)

It is worth to note that the dilaton field can introduce order 1/r3 corrections to the off-diagonal
metric coefficients. In the slowly rotating approach we use, these corrections are neglected.
The asymptotic behavior of equation (8.23) is

Ω′
l(r) +

4

r
Ω′
l(r) +

2− l(l + 1)

r2
Ωl(r) = 0 , (8.26)

whose general solution is

Ωl(r) ∼ α r−2−l + β r−1+l , (8.27)

where α and β are constant. With the asymptotic behavior (8.25), the equation above implies
that only the l = 1 mode is allowed. Thus the equation to solve is

Ω′′
1(r) +

G2(r)

G3(r)
Ω′
1 = 0 . (8.28)

The solution of the above equation is

Ω1(r) = C1 + C2

∫ r

rh

dt e
−

∫ t
rh

ds (G2(s)/G3(s)) , (8.29)

where the constants C1 and C2 are fixed asking for the asymptotic condition at infinity,
Eq. (8.25). The analogous procedure to find slowly rotating Kerr solutions in classical GR is
presented in Appendix 8.8 for completeness, which is basically a reproduction of the results
of Hartle [242]. There we show that this procedure leads to the Kerr metric in lowest order
and furthermore that the l = 1 term is the only possible term in the expansion. Applying the
same procedure to a static boson star [243], one can prove that such slowly rotating solutions
do not exist [244].

In what follows we shall drop the index, Ω ≡ Ω1. The angular velocity Ω(r) for different
slowly rotating BHs is shown in Figs. (8.5). In the limit α′ → 0, one recovers the results for a
small rotating BH in General Relativity, obtained perturbing a Schwarzschild BH, as described
in the section below. Interestingly, the angular velocity of a BH in the EDGB can be ∼ 40%
larger than the one for a slowly rotating Kerr BH (see the bottom panel in Fig.(8.5)) with the
same angular momentum. A numerical relation which can be computed from Fig.(8.5) is

MΩh ≡ MΩ(rh) ∼ 0.37
J

M2
, (8.30)

while for a slowly rotating Kerr BH the above relation is MΩh = 0.25J/M2. Thus, a DBH is
more “compact” than a BH with same mass and angular momentum.
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Figure 8.5: Left Panel: Angular velocity Ω as a function of r for different slowly rotating BHs
in EDGB theory. From top to bottom: decreasing values for α′/M2. For α′ → 0 or D → 0
solutions approach the slowly rotating Kerr BH (solid line). Right Panel: Angular velocity
of the BH, Ωh = Ω(rh), for a DBH (dashed line) with α′/M2 ∼ 0.691 compared to the same
for a slowly rotating Kerr BH (solid line) and a Kerr BH (dotted line). Up to J/M2 ∼ 0.5
results for the slowly rotating Kerr BH reproduce the exact ones. The difference in the angular
velocity between slowly rotating DBHs and slowly rotating Kerr BHs and can be as large as
∼ 40%.

8.4.1 Ergoregion and superradiance

Ergoregions can develop in rotating spacetimes. The ergoregion is found by computing the
surface on which gtt vanishes. An approximate equation to the location of the ergoregion [245]
is

0 = −eΓ(r) +Ω2(r)r2 sin2 θ , (8.31)

which is expected to be a good approximation specially for very compact objects, such as BHs.
The solution of Eq. (8.31) is topologically a torus. In the equatorial plane we have

rΩ(r) =
√

eΓ(r) . (8.32)

The existence and the boundaries of the ergoregions can be computed from the above equa-
tions. The ergoregion width for a DBH compared to both a slowly rotating and a full rotating
Kerr BH is shown in Figure 8.6 for different J values. The ergoregion width, W , for a Kerr
BH on the equatorial plane isW/M = 1−

√

1− (a/M)2. The ergoregion width for a DBH can
be ∼ 50% larger than the width for a slowly rotating Kerr BH. Therefore BH superradiance
in EDGB is expected to be stronger than in GR. As expected the difference between slowly
rotating DBHs and slowly rotating Kerr BHs tends to zero in the α′ → 0 limit.

8.5 BH Geodesics in EDGB theory

In this section geodesics in the exterior of both non-rotating and slowly rotating EDGB black
holes are discussed. If we neglect back-reaction effects, which we do in the following, the
geodesics in this spacetime correspond to paths followed by time-like or null particles. In
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Figure 8.6: Ergoregion width, W
M , for a DBH (solid line), a Kerr BH (dashed line) and a slowly

rotating Kerr BH (dotted line) as function of the angular momentum J for α′/M2 ∼ 0.691.
Up to J/M2 ∼ 0.3 results for the slowly rotating Kerr BH reproduce the exact ones. The
ergoregion width for a rotating DBH can be ∼ 50% larger than the one for a Kerr BH.

principle back-reaction effects should be important for large bodies or strong dilaton fields.
However, for small point particles around DBH black holes they should be negligible. From the
analysis of the geodetic motion we compute orbital frequencies related to the ISCO for both
non-rotating and slowly rotating DBHs and the QNM frequencies for spherically symmetric
BHs in EDGB theory in the eikonal limit. These quantities can be directly measured and can
be used as a promising tool to study high-energy modifications of GR.

The motion of test particles around a DBH is deeply related to the coupling between mat-
ter and the dilaton. However it turns out that the coupling depends on the choice between
two different frames, namely the string frame and the Einstein frame (for a discussion in
scalar-tensor theories see Ref. [246] and references therein). The two frames are inequivalent.
In the string frame the coupling between matter and the dilaton field is minimal, but Newton
constant, GN , depends on the coordinates and light bending is not correctly reproduced [247].
Conversely, in the Einstein frame the light bending is correctly reproduced, since GN is con-
stant, but particles non-minimally couple to the dilaton field. This leads to a violation of the
equivalence principle. This violation is small and compatible with the available tests of the
equivalence principle [246] and it is indeed regarded as an important test in discerning the
two frames. Which of the two frames is the physically relevant is an open question, which will
eventually be settled by experiments.

Following Refs. [177] and [217] we always assume the Einstein frame. In this frame the
total action reads

STOT = S + Sc + Sts = S + Sc −m

∫

dt ebφ
√

−gµν
∂xµ

∂t

∂xν

∂t
, (8.33)

where S is the EDGB action, Eq. (8.1), m is the mass of the test particle and Sc is the action
which describes some coupling between the test particle and the dilaton field. The constant b
in the equation above is the coupling between the matter and the dilaton field. Its particular
value depends on the specific theory from which the low energy theory comes. For low energy
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modifications from heterotic string theory, b = 1/2. We shall discuss the motion of a test
particle keeping a general value of b and we only specialize to b = 1/2 when we discussing
numerical results. As already mentioned, in the equation above we neglect gauge fields, such
as Maxwell fields. Furthermore we neglect any coupling between the dilaton field and the test
particle, Sc=0, as well as any back-reaction of the background fields.

The string frame and the Einstein frame are related by a Weyl transformation [248]. Since
null geodesics equations are Weyl invariant, the motion of massless particles is the same in
both frames and it is described by the standard geodesics equations.

8.5.1 Geodesics: non-rotating case

Following Chandrasekhar [249] and Ref. [229] we consider a four-dimensional stationary, spher-
ically symmetric line element

ds2 = f(r)dt2 − 1

g(r)
dr2 − r2(dθ2 + sin2 θdϕ2) . (8.34)

We also take a spherically symmetric dilaton and set H(r) = 2b φ(r). Due to the symmetry
of the above background fields, the trajectory of a particle is planar, say θ = π/2 and the
following conserved quantities can be defined: the (dimensionless) specific energy of the test
particle, E = e/m and the specific angular momentum, L = ℓ/(m), where e, ℓ and m are the
energy, the angular momentum and the mass of the test particle respectively. Let us restrict
attention to circular orbits, for which the Lagrangian is

2L = eH(r)

(

f(r) ṫ2 − 1

g(r)
ṙ2 − r2ϕ̇2

)

, (8.35)

From the Lagrangian above, the equations of motion for the coordinates xµ = (t, r, θ, φ) read

ṙ2 = V (r) =
g(r)

e2H(r)

[

E2

f(r)
− L2

r2
− δ1 e

H(r)

]

, (8.36)

ϕ̇ =
L

r2
e−H(r) , ṫ =

E

f(r)
e−H(r) , (8.37)

where δ1 = 0, 1 for light-like and timelike geodesics respectively and the derivative is intended
to respect with the proper time.

8.5.1.a Time-like geodesics

We set δ1 = 1 in equation (8.36). The requirement for a circular orbit at r = rt is V (rt) =
V ′(rt) = 0, thus

E2 = eHt
2f2t (1 + rtH

′
t/2)

2ft − rtf ′t
, L2 = eHt

r3t f
′
t(1 +H ′

tft/f
′
t)

2ft − rtf ′t
.

We choose the notation ft ≡ f(rt), with the subscript t standing for timelike. Since the energy
must be real we require

2 + rtH
′
t

2ft − rtf
′
t

> 0 . (8.38)
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The condition for a stable circular orbit is

V ′′
t = 2

gt
ft
e−Ht×

(

(2(f ′t)
2 − ftf

′′
t )(1 + rtH

′
t/2) − 3ftf

′
t/rt(1 +H ′

tft/f
′
t)

2ft − rtf ′t
− ft

2
[H ′′

t + (H ′
t)
2]

)

< 0 .

(8.39)
From equations (8.37) we define the orbital angular velocity

Ωt =
ϕ̇

ṫ
=

√

f ′t
2rt

(

1 +H ′
tft/f

′
t

1 + rtH ′
t/2

)

. (8.40)

Equations above reduce to the usual ones for H(r) ≡ 0.
For the well known Schwarzschild case we have f(r) = g(r) = 1− 2M/r and H(r) = 0. In

this case the condition (8.38) reads rt > 3M and from condition (8.39) for stable orbits, we find
rt > 6M . For 3M < rt < 6M only unstable orbits exist, hence the radius r = rISCO = 6M is
known as “innermost-stable-circular-orbit” (ISCO). The orbital angular velocity at the ISCO
is MΩISCO = 1/(6

√
6).

To compute the above quantities in EDGB theory we set f(r) = eΓ(r), g(r) = e−Λ(r) and
H(r) = φ(r), where Γ(r), Λ(r) and φ(r) represent the spherically symmetric BH solution
found in Ref. [177]. We also specialize to the case b = 1/2. Numerical results for a EDGB
non-rotating BH are shown in Table 8.1 and Fig. 8.7. The comparison with Schwarzschild BH
(with the same mass) and inclusion of null geodesics is discussed in the section below. For com-
pleteness we show results both for b = 1/2 and b = 0. The effect of a non-vanishing coupling
is leading and it makes the angular frequency for a DBH smaller than in the Schwarzschild
case (conversely the ISCO is larger). We find that the difference between the orbital frequency
in GR and in EDGB theory can be as large as ∼ 20%, depending on the coupling constant
α′/M2. In the α′ → 0 limit Schwarzschild results are recovered. The largest deviations occur
when relation (8.8) is saturated by choosing the appropriate φh. This corresponds to the max-
imum value α′/M2 ∼ 0.691, or equivalently to D/M ∼ 0.572. It is worth noticing that the
same occurs for a Reissner-Nordström BH, for which we have a relation between the electrical
charge and the mass, Q/M < 1. Qualitatively, taking in account the coupling b, in EDGB
theory the ISCO is always larger than it is for a Schwarzschild BH and the orbital frequency
for a timelike geodesic is always smaller. Results for null geodesics do not depend on the
coupling b, as explained in the section below. In Table 8.1 we also show the quantity

η =
E∞ − EISCO

E∞
,

which is the binding energy per unit rest-mass at the ISCO. Because the accretion inside the
ISCO is assumed to be in free-fall, this is equal to the integrated luminosity per unit rest-mass
accreted, i.e. the radiative efficiency of accretion. This efficiency ranges from ∼ 5.7% for a
Schwarzschild black hole hole to ∼ 42% for an extremal Kerr hole.

Finally, we searched for static equilibrium solutions (following Maki and Shiraishi [250]),
i.e., a point particle at rest at a distance say, r = r0. For this, we set L = 0 in Eq. 8.36 and ask
for V (r0) = V ′(r0) = 0. We find no solution to these equations, meaning such a configuration
does not seem to be possible for this theory.

8.5.1.b Null geodesics

We now consider null circular geodesics, labeled by a “c” subscript. It is easy to show that,
setting δ1 = 0 in equation (8.36), the dilaton field, H(r), gives no contribution. Requiring

127



8.5 BH Geodesics in EDGB theory

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.80

0.85

0.90

0.95

1.00

Α�M2

W
�W

sc
hw

null-like
time-like, b=0
time-like, b=1�2

Figure 8.7: Angular frequency for circular timelike, ΩISCO, for b = 0 (solid line) and for b = 1/2
(dashed line) and for null-like, Ωc (dotted line) geodesics, normalized to the Schwarzschild
value.

Table 8.1: Some geodesics-related quantities for a spherically symmetric EDGB BH: orbital
frequencies for timelike (ΩISCO), and null (Ωc) circular orbits and the radiative efficiency, η.
We compare to the Schwarzschild case, for different values of α′/M2 covering whole spectrum
0 < α′/M2 . 0.691. We also give the percentage (%) difference between EDGB and GR and
we show results both for the coupling b = 1/2 and b = 0. Null-like geodesics do not depend
on the coupling b.

α′/M2 D/M MΩISCO (b = 0) (±%) MΩISCO (±%) MΩc (±%) η (b = 0) (±%) η (±%)

0 0 0.0681 ∼ 1

6
√

6
0.0681 ∼ 1

6
√

6
0.1925 ∼ 1

3
√

3
0.0572 ∼ 3−2

√
2

3
0.0572 ∼ 3−2

√
2

3

3 × 10−6 10−6 0.0681 (∼ 0%) 0.0681 (∼ 0%) 0.1925 (∼ 0%) 0.0572 (∼ 0%) 0.0572 (∼ 0%)

3 × 10−3 2 × 10−3 0.0681 (∼ 0%) 0.0680 (−0.1%) 0.1925 (∼ 0%) 0.0572 (∼ 0%) 0.0571 (−0.1%)
0.027 0.013 0.0681 (∼ 0%) 0.0677 (−0.5%) 0.1925 (∼ 0%) 0.0572 (∼ 0%) 0.0567 (−0.9%)
0.238 0.129 0.0681 (+0.2%) 0.0646 (−5.0%) 0.1926 (+0.1%) 0.0572 (+0.1%) 0.0525 (−8.3%)
0.417 0.246 0.0684 (+0.5%) 0.0617 (−9.4%) 0.1930 (+0.3%) 0.0574 (+0.3%) 0.0484 (−15.4%)
0.545 0.350 0.0687 (+1.0%) 0.0591 (−13.1%) 0.1936 (+0.6%) 0.0575 (+0.6%) 0.0449 (−21.6%)
0.630 0.441 0.0691 (+1.6%) 0.0569 (−16.3%) 0.1942 (+0.9%) 0.0577 (+0.9%) 0.0419 (−26.7%)
0.677 0.516 0.0695 (+2.1%) 0.0552 (−18.9%) 0.1948 (+1.2%) 0.0579 (+1.2%) 0.0396 (−30.8%)
0.691 0.572 0.0697 (+2.5%) 0.0539 (−20.9%) 0.1953 (+1.5%) 0.0580 (+1.3%) 0.0378 (−33.9%)

Vc = V ′
c = 0 we find

E

L
= ±

√

fc
r2c
, 2fc = rcf

′
c . (8.41)

The condition for a circular orbit reads

V ′′
c = 2

L2gce
−2Hc

r4cfc

(

2fc − rcf
′′
c

)

, (8.42)

whose sign does not depend on H(r). The orbital angular velocity is

Ωc =
1

bc
=
ϕ̇

ṫ
=

√
fc
rc

, (8.43)

where bc = L/E is the impact parameter. In the Schwarzschild case the condition (8.41)
restricts the null circular orbits to rc = 3M . The orbital angular velocity is MΩc = 1/(3

√
3).
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Table 8.2: Real and imaginary part of the QNM frequencies defined by the formula ωQNM =
Ωc l − i (n + 1/2)|λ| in the eikonal approximation [229]. Terms between parenthesis are the
differences with respect to the Schwarzschild case, for which MΩ =Mλ = 1/(3

√
3).

α′/M2 D/M MΩc (±%) Mλ (±%)

3× 10−6 10−6 0.1925 (∼ 0%) 0.1925 (∼ 0%)
3× 10−3 2× 10−3 0.1925 (∼ 0%) 0.1925 (∼ 0%)
0.027 0.013 0.1925 (∼ 0%) 0.1925 (∼ 0%)
0.238 0.129 0.1926 (+0.1%) 0.1924 (−0.1%)
0.417 0.246 0.1930 (+0.3%) 0.1921 (−0.2%)
0.545 0.350 0.1936 (+0.6%) 0.1916 (−0.4%)
0.630 0.441 0.1942 (+0.9%) 0.1909 (−0.8%)
0.677 0.516 0.1948 (+1.2%) 0.1901 (−1.3%)
0.691 0.572 0.1953 (+1.5%) 0.1892 (−1.7%)

Results for a EDGB spherically symmetric BH are summarized in Table 8.1. In this case there
is no effect from the coupling b and the difference between EDGB and GR theory is of the
order 1%. From (8.42) we find that V ′′

c > 0 and therefore only unstable null circular orbits
exist. Hence also in EDGB case null geodesics are always unstable against small perturbations.

8.5.1.c QNMs in the large l limit for spherically symmetric EDGB BHs

Particularly promising for gravitational-wave detection are the characteristic vibration modes
of black holes [14, 9]. These modes, called quasinormal modes (QNMs), are exponentially
damped sinusoids and carry an imprint of the black hole, its features being independent on
what exactly excited the modes. QNMs are excited to a large amplitude for instance in the
inspiral and subsequent merger of black hole or neutron star binaries. In fact, the ringdown
phase of supermassive black holes can have a larger signal-to-noise ratio than any other sig-
nal [251, 14, 9, 204], justifying dedicated searches for ringdown in current gravitational-wave
detectors such as LIGO or TAMA [252, 253].

It was recently shown [229] that there is a simple relation between QNMs and circular null
geodesics in general spacetimes in the eikonal, i.e. large-l limit,

ωQNM = Ωc l − i (n+ 1/2)|λ| , (8.44)

where Ωc is defined in Eq. (8.43) and

λ =

√

gc
2r2c

(2fc − r2cf
′′
c ) , (8.45)

is the Lyapunov exponent, describing the inverse of the instability timescale of the geodesic.
For circular null geodesics the argument of the square root in Eq. (8.45) is always positive.
QNMs are easily computed from the equation above and again the difference between the
real and imaginary part of the QNM frequency for a DBH and for a Schwarzschild BH is
order 1%, as shown in Table 8.2. We have not attempted to compute the least damped
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QNMs for these black holes, but we will assume they behave in the same way as the coupling
constant varies [9]. Discriminating such small percentage differences is in principle doable
with the gravitational-wave detector LISA [14, 204], though it may be very challenging due
to systematic errors [254, 255, 9, 14, 204]. As far as we know, the QNMs of DBHs have
not been considered in the literature, even though their computation is extremely relevant.
Nevertheless, the computation of QNMs of black holes in higher-dimensional Gauss-Bonnet
theories without a dilaton, or purely dilatonic black holes has been done [256, 257, 258], we
expect the four-dimensional case to proceed along similar lines.

8.5.2 Geodesics: rotating case

We will now consider geodesics in the the slowly rotating DBHs spacetime studied earlier in
Section 8.4. For that, let’s take the general four-dimensional static axisymmetric spacetime
on the equatorial plane

ds2 = f(r)dt2 − 1

g(r)
dr2 − h(r)dϕ2 + 2j(r)dtdϕ , (8.46)

where we specialize to θ = π/2 and dθ = 0. We also consider the dilaton field on the equatorial
plane and set H(r) = 2bφ(r). Some interesting special cases of the metric above are listed in
Table 8.3. Following Chandrasekhar [249] we consider planar orbits, for which the Lagrangian
is

2L = eH(r)

(

f(r)ṫ2 − 1

g(r)
ṙ2 − h(r)ϕ̇2 + 2j(r)ṫϕ̇

)

. (8.47)

The generalized momenta are

pt = const = eH(r)
[

f(r)ṫ+ j(r)ϕ̇
]

≡ E ,

−pϕ = const = eH(r)
[

−j(r)ṫ+ h(r)ϕ̇
]

≡ L ,

−pr =
eH(r)

g(r)
ṙ ,

and the Hamiltonian is

2H = 2(ptṫ+ pϕϕ̇+ prṙ − L) = Eṫ− Lϕ̇− eH(r)

g(r)
ṙ2 = δ1 , (8.48)

where again δ1 = 1, 0 for time-like and null geodesics respectively. Using the integrals of
motion E and L the equations of motion read

ṙ2 = V (r) = g(r)e−2H(r) ×
[

h(r)E2 − f(r)L2 − 2j(r)E L

j2(r) + f(r)h(r)
− δ1e

H(r)

]

, (8.49)

ϕ̇ =
j(r)E + f(r)L

j2(r) + f(r)h(r)
e−H(r) ,

ṫ =
h(r)E − j(r)L

j2(r) + f(r)h(r)
e−H(r) .
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Table 8.3: Some particular cases of interest of the metric (8.46) along the equatorial plane:
axially and spherically symmetric spacetimes. Then we specialize to the Kerr metric, and
its slow rotation limit (Slow Kerr, SK) discussed in Appendix 8.8, and finally to the general
slowly rotating metric described in Section 8.4 and then we compare this to the slowly rotating
Kerr solution, discussed.

Axial Sym Sph. Sym Kerr SK Slow rot

f(r) f(r) 1− 2M
r 1− 2M

r f(r)

g(r) g(r) 1− 2M
r + a2

r2 1− 2M
r g(r)

h(r) r2 r2 + a2 + 2a2M
r r2 r2

j(r) 0 2aM
r

2J
r r2Ω(r)

H(r) H(r) 0 0 H(r)

8.5.2.a Time-like geodesics

Setting δ1 = 1 in Eq. (8.49) and requiring V = V ′ = 0 at the radius r = rt we find a system
of non-linear algebraic equations for E and L

0 = htE
2 − ft L

2 − 2jt E L− eHt(j2t + ft ht) ,

0 = h′tE
2 − f ′t L

2 − 2j′tE L− eHt [2 jt j
′
t + f ′t ht + ft h

′
t +H ′

t(j
2
t + ft ht)] .

The system above can be solved analytically but the form of the solutions is not particularly
useful. Solutions of the system above can be substituted in

V ′′
t =

gt e
−2Ht

j2t + ft ht

[

h′′t E
2 − f ′′t L

2 − 2 j′′t E L− eHt×

×
(

[H ′′
t + (H ′

t)
2](j2t + ft ht) + 2H ′

t(2 jt j
′
t + f ′t ht + ft h

′
t)

+2 j′t
2
+ 2 jt j

′′
t + f ′′t ht + 2 f ′t h

′
t + ft h

′′
t )
)]

(8.50)

and in

Ωt =
ϕ̇

ṫ
=
jtE/L+ ft
htE/L− jt

.

From Eq. (8.50) above we can find the ISCO for a generic rotating BH asking for V ′′
t ≤ 0.

Setting h(r) ≡ r2 and j(r) ≡ 0 equations above reduce to ones for a spherically symmetric
spacetime. The requirement for the energy E to be real imposes a constraint rt > rMIN.
Results for circular time-like geodesics are shown in Table 8.4 for co-rotating orbits. For
rMIN < rt < rISCO only unstable circular orbits are permitted. For rt > rISCO circular orbits
are stable, while for rt < rMIN no circular orbits exist. Measurements of the ISCO can be used
to evaluate the angular momentum of an astrophysical BH [225]. Figure 8.8 shows how the
ISCO and the orbital frequency, Ωt depend on J for slowly rotating BHs both in EDGB theory
and in GR. Figure 8.8 can be used to evaluate the angular momentum once the ISCO has been
measured (see Fig. 2 in Ref. [225] for details). Again the role of the coupling b is leading for
timelike geodesics. As a qualitative result the orbital frequency is smaller for a slowly rotating
EDGB BH than the one for a Kerr BH and the ISCO is larger. Differences range from 10% to
∼ 20% depending on the angular momentum J/M2 and on the dilatonic charge D/M . The
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Table 8.4: Results for co-rotating time-like (at the ISCO) and null geodesics in slowly rotating
EDGB BH spacetimes compared to the slowly rotating Kerr case.

α′/M2 J/M2 MΩISCO (b = 0) (±%) MΩISCO (±%) MΩc (±%)

3× 10−3 0.3 0.0901 (∼ 0%) 0.0900 (−0.1%) 0.2220 (∼ 0%)
3× 10−3 0.2 0.0808 (∼ 0%) 0.0807 (−0.1%) 0.2101 (∼ 0%)
3× 10−3 0.1 0.0737 (∼ 0%) 0.0736 (−0.1%) 0.2005 (∼ 0%)

0.027 0.3 0.0901 (∼ 0%) 0.0896 (−0.6%) 0.2220 (∼ 0%)

0.238 0.3 0.0903 (+0.3%) 0.0855 (−5.1%) 0.2224 (+0.2%)

0.417 0.3 0.0910 (+1.0%) 0.0818 (−9.2%) 0.2232 (+0.5%)
0.417 0.1 0.0742 (+0.6%) 0.0668 (−9.3%) 0.2012 (+0.4%)

0.545 0.3 0.0919 (+2.0%) 0.0787 (−12.6%) 0.2244 (+1.1%)
0.545 0.1 0.0746 (+1.2%) 0.0641 (−13.0%) 0.2019 (+0.7%)

0.630 0.3 0.0929 (+3.2%) 0.0763 (−15.3%) 0.2258 (+1.7%)
0.630 0.2 0.0827 (+2.4%) 0.0681 (−15.8%) 0.2129 (+1.3%)
0.630 0.1 0.0751 (+1.9%) 0.0619 (−16.1%) 0.2027 (+1.1%)

0.677 0.3 0.0939 (+4.3%) 0.0744 (−17.4%) 0.2272 (+2.4%)
0.677 0.2 0.0834 (+3.2%) 0.0661 (−18.1%) 0.2139 (+1.8%)
0.677 0.1 0.0756 (+2.5%) 0.0600 (−18.6%) 0.2035 (+1.5%)

0.691 0.3 0.0947 (+5.1%) 0.0729 (−19.0%) 0.2284 (+2.9%)
0.691 0.2 0.0839 (+3.8%) 0.0647 (−19.9%) 0.2148 (+2.2%)
0.691 0.1 0.0759 (+3.0%) 0.0586 (−20.4%) 0.2041 (+1.8%)
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difference is monotonically decreasing for larger rotations, it strongly depends on b but not on
J . The effect of rotation seems to be subleading.
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Figure 8.8: Left Panel: The innermost-stable-circular orbit radius, rISCO/M as a function of
the angular momentum, J/M2 for a slowly rotating DBH with α′/M2 ∼ 0.691 for b = 1/2
(solid line), b = 0 (dashed line) and in the GR limit, α′/M2 ∼ 0 (dotted line). From these
plots and from the measurements of rISCO the value of the angular momentum J/M2 can be
evaluated (see Fig. 2 in Ref. [225]). Right Panel: the orbital frequency at the ISCO ΩISCO as
a function of the angular momentum, J/M2 for a slowly rotating DBH with α′/M2 ∼ 0.691
for b = 1/2 (solid line), b = 0 (dashed line) and in the GR limit, α′/M2 ∼ 0 (dotted line).
Negative values for J correspond to counter-rotating orbits.

8.5.2.b Null geodesics

Focusing on circular orbits (δ1 = 0), we require V = V ′ = 0 at the radius r = rc. These two
conditions read

E

L
=
jc
hc

±
√

(

jc
hc

)2

+
fc
hc
, (8.51)

h′c

(

E

L

)2

− f ′c + 2 j′c
E

L
= 0 . (8.52)

In this case

V ′′
c =

L2gce
−2Hc

j2c + fc hc

[

h′′c

(

E

L

)2

− f ′′c − 2 j′′c
E

L

]

, (8.53)

which is positive at r = rc. As expected the positiveness of equation above does not depend
on the dilaton H(r). Therefore only unstable null circular orbits are allowed. The angular
velocity is

Ωc =
1

bc
=
jc
hc

±
√

j2c + fc hc
hc

, (8.54)

where bc = L/E is the impact parameter. The double sign in the above equation is related
to orbits which are co-rotating and counter-rotating with the BH. Results for co-rotating null
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orbits are shown in Table 8.4 and in Fig. 8.9. As we expect, results for J/M2 → 0 smoothly
tend to the ones for the non-rotating case. Interestingly enough, percentual differences between
GR results can be larger than order 5% for co-rotating orbits. The radius for circular null
orbits is always smaller for a rotating EDGB BH than for a Kerr BH in GR.
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Figure 8.9: The orbital frequency, Ωc, for circular null-like orbits as a function of the angular
momentum, J/M2 for a slowly rotating DBH with α′/M2 ∼ 0.691 (solid line) and in the
GR limit, α′/M2 ∼ 0.03 (dashed line). Negative values for J correspond to counter-rotating
orbits.

8.6 Discussion

Einstein-Dilatonic-Gauss-Bonnet theories are viable theories of gravity, which share many
features in common with Einstein’s gravity but have a better understood quantum limit. We
have improved the linear stability analysis for static black holes in this theory. We found
that they are stable and can in principle be used to discriminate between the two theories.
For the slowly rotating black holes we studied here, the differences in measurable quantities
amount to a few percent in the most favorable cases (large coupling constant). Given the
current state-of-the-art, it does not seem possible to distinguish the correct theory of gravity
from measurements of either the ISCO (from EM observation) or even of ringdown modes
with future gravitational wave detectors.

There are at least two important extensions to be made, which could prove to be very
relevant:

(i) Consider highly spinning black holes. One could attempt to extend the small rotation
expansion to second order in Ω, but we found such procedure to be extremely complex, due
to the symbolic manipulations required. If carried through, it would allow a computation of
other multipole moments of the hole, which could potentially lead to important tests [14, 220].
Given that many of the astrophysical black hole candidate have a large spin, this could be a
promising way of discriminating EDGB and Einstein’s theory. To find a highly spinning DBH
solution most likely requires a full numerical integration of the field equations (see for instance
Ref. [259] for a concise overview of possible methods to handle this).

(ii) Waveforms of inspiralling particles. The calculation of waveforms is highly non-trivial:
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it includes either a re-derivation of the PN expansion, or a full-blown numerical solution of
the problem. The pay-off is huge: particles orbiting around black holes are able to probe
the background geometry in its entirety [162]. The resulting gravitational-waveform should be
sensitive enough to the field equations, specially at late stages in the inspiral, when the particle
is about to merge. Indeed, the particle spends a large number of cycles near the ISCO, which
could potentially increase by orders of magnitude the ability to probe the geometry better, if
compared to ringdown.

Of course much more remains to be done. For instance, it would be desirable to have a
quantitative analysis of the lowest lying ringdown modes. Most of all, it would be extremely
important to understand how general theories of gravity affect the strong field regime, the
ISCO location and frequency, etc. Perhaps then one might understand how to discriminate
between the correct theory of gravity with future electromagnetic or gravitational-wave ob-
servations. We hope to tackle these issues in future works.

8.7 Appendix: Linear stability analysis: axial perturbations

In this appendix we derive the Schrödinger-like equation which represents a eigenvalue problem
for the complex frequency ω. Detailed calculations can be found in the online MATHEMAT-
ICA notebooks which are available at http://paolo.casadiale.com/EDGB_BHs.zip.

The coefficients in eqns. (8.12)-(8.14) read

A1(r) =
i e−Λ+Γ

(

2eΛ (Λ′ − Γ′)− α′eφ0
(

Γ′ (−φ0′
(

−3Λ′ + 2φ0
′ + Γ′)− 2φ0

′′)− 2φ0
′Γ′′))

2ω
(

2eΛ + α′eφ0

(

Λ′φ0
′ − 2

(

φ′0
2 + φ0

′′
))) ,

A2(r) =
i e−Λ+Γ

(

−2eΛ + α′eφ0φ0
′Γ′)

ω
(

2eΛ + α′eφ0

[

Λ′φ0
′ − 2

(

φ0
′2 + φ0

′′
)]) ,

B1,l(r) = − ie−Λ

2rω
(

eΛr − α′eφ0φ0
′)
{

α′eφ0

[

−2eΓrφ′0
2
Γ′ − 2eΓrΓ′φ0

′′+

+φ0
′
(

2eΛrω2 − eΓ
(

(

eΛ (l(l + 1)− 2)− 3rΛ′)Γ′ + rΓ′2 + 2rΓ′′
))]

+

+ eΛ
[

−2eΛr2ω2 + eΓ
(

2eΛ (l(l + 1)− 2) + r
(

rφ′0
2
+
(

2 + rΓ′) (Γ′ − Λ′) + 2rΓ′′
))]}

.

The explicit for of the Ci,l coefficients is not shown here. One can numerically prove that
equation (8.14) is automatically satisfied as a consequence of the other two equations and of
background solutions. So we are left with a system of two ODEs for the unknown functions
h0(r) and h1(r). Eliminating h0 from the first order equation (8.12) we obtain a second order
differential equation for h1,

A(r)h′′1(r) + 2B(r)h′1(r) + C(r)h1(r) = 0 , (8.55)

where A(r) = A2, B(r) = 1
2(A1 + A′

2 − 2A2
r ) and C(r) = A′

1 − 2A1
r − B1,l. The function C(r)

can be decomposed in C(r) = Q(r) + ω2E(r), where Q(r) and E(r) don’t depend on ω. The
functions A,B,E and Q depend on the radial background functions Γ,Γ′,Γ′′,Λ,Λ′, φ0, φ′0, φ

′′
0

and on φ′′′0 .
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In order to eliminate the term proportional to h′1 we define

F = exp

(
∫ r

rh

dr′
B(r′)
A(r′)

)

. (8.56)

Setting u = Fh1, equation (8.55) takes the Schrödinger-like form

u′′(r) +
[

V (r) + ω2K(r)
]

u(r) = 0 , (8.57)

which is Eq. (8.15) with

V (r) =
Q

A
−
(

B

A

)2

− d

dr

(

B

A

)

, K(r) =
E

A
. (8.58)

In the limit r → rh the coefficients A, B, Q and E take the form

A = Ah +O (r − rh) , B =
Bh

(r − rh)
+O (1) , (8.59)

Q =
Qh

(r − rh)2
+O

(

1

r − rh

)

, (8.60)

E =
Eh

γ1

1

(r − rh)2
+O

(

1

r − rh

)

. (8.61)

In equations above we have used the following asymptotic behavior near the event horizon

e−Λ(r) = λ1(r − rh) + ... , (8.62)

eΓ(r) = γ1(r − rh) + ... , (8.63)

φ(r) = φh + φ′h(r − rh) + ... (8.64)

where

λ1 =
2

(α
′

g2
eφhφ′h + 2rh)

, (8.65)

and γ1 is an arbitrary finite positive integration constant, which cannot be fixed by the equa-
tions of motion, since the latter involve only Γ′(r) and not Γ(r). This constant is fixed by the
asymptotic limit of the solutions at infinity. The asymptotic behavior near the event horizon
for V (r) and K(r) is

V =
Vh

(r − rh)2
, K =

Kh

(r − rh)2
,

where Vh ∼ 1/4 and Kh . 4M2. The constants Ah, Bh, Qh, Eh, Vh and Kh depend on rh, φh
and φ′h. For a Schwarzschild BH, Vh ≡ 1/4 and Kh ≡ 4M2. When r → ∞, V → 0 and K → 1.
The asymptotic behavior for equation (8.15) is described by Eqs. (8.16) and (8.17).
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8.8 Appendix: Slowly rotating Kerr black holes in the Hartle
approximation

A useful check on the method described in Section 8.4 is to consider classical GR, and repeat
the calculation adding rotation to a Schwarzschild black hole. Perturbing the Schwarzschild
metric and retaining only first order terms in Ω, equation (8.23) reduces to

Ω′′
l (r) +

4

r
Ω′
l +

2− l(l + 1)

r(r − 2M)
Ωl = 0 , (8.66)

which can be solved analytically in terms of special functions

Ωl(r) = C1 F (1− l, 2 + l, 4;
r

2M
) + C2 G

20
20

(

r

2M

∣

∣

∣

∣

−1− l, l
−3, 0

)

(8.67)

where F is the hypergeometric function and G is the Meijer function. The asymptotic behavior
of equation (8.66) is the same as Eq. (8.26). The asymptotic behavior (8.25) and the solution
at infinity (8.27) imply that only the l = 1 mode is allowed. A list of the general solution of
the equation above is:

Ω1(r) = C1 +
C2

r3
, l = 1 ,

Ω2(r) = C1

( r

M
− 2
)

+ C2

[

M3

r3
+
M2

r2
+

3M

2r
− 3

2
+

3

4

( r

M
− 2
)

log
r

r − 2M

]

, l = 2 ,

Ω3(r) = C1

( r

M
− 2
)(

3
r

M
− 4
)

+

+C2

[

4
M3

r3
+ 10

M2

r2
+ 30

M

r
− 105 + 45

r

M
− 45

2

(

r

M
− 4

3

)

( r

M
− 2
)

log
r

r − 2M

]

, l = 3 .

Demanding a correct asymptotic behavior at infinity, Eq. (8.25), we verify that l = 1 is the
only mode able to satisfy regularity at the horizon (the result extends to l > 3 modes, though
we do not show those here). We therefore get the exact result Ω = 2J/r3. This coincides with
the expansion (first order in a = J/M) of a Kerr metric in Boyer-Lindquist coordinates,

ds2 =

(

1− 2M

r

)

dt2 −
(

1− 2M

r

)−1

dr2 − r2
[

dθ2 + sin2 θ (dϕ − 2aM

r3
dt)2

]

, (8.68)

which we have named Slow Kerr (SK) metric in this work.
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Chapter 9

Are really black holes out there?

Black holes (BHs), once considered as exotic mathematical solutions to Einstein’s field equa-
tions, have now been widely accepted as astronomical objects [260, 225, 261, 9]. Stellar-mass
BHs are believed to be the final stage of the evolution of sufficiently massive stars. Massive
BHs seem to populate the center of many galaxies at low redshift, and must have played an im-
portant role in the Universe structure formation. Most evidence supporting the astrophysical
reality of BHs comes from the weak-gravity region, i.e. from observations probing the space-
time several Schwarzschild radii away from the event horizon. Attempts to rule out possible
alternatives to BHs usually rely on general relativity being the correct theory of gravity, and on
constraints on the equation of state of matter at high densities. For massive BHs the most pre-
cise measurements so far come from observations of stellar proper motion at the center of our
own galaxy, indicating the presence of a “dark object” of mass M ≃ (4.1±0.6)×106M⊙ [262].
Recent millimeter and infrared observations of Sagittarius A∗, the compact source of radio,
infrared and X-ray emission at the center of the Milky Way, infer an intrinsic diameter of
37+16

−10 microarcseconds, even smaller than the expected apparent size of the event horizon of
the presumed BH [263].

Some of the exotic alternatives to BHs (such as “fermion balls”) are incompatible with the
observations [264] and any distribution of individual objects within such a small region (with
the possible exception of dark matter particles or asteroids, which however should be ejected
by three-body interactions with stars) would be gravitationally unstable [265, 266]. In a recent
attempt to probe the event horizon, Broderick and Narayan have analyzed the observations
of Ref. [263]. If the object at the center of our galaxy had a surface it would be hot enough to
glow with a steady emission of infrared light, but no such glow has been detected [267]. This
and similar arguments are inevitably dependent on the gas distribution and on details of the
accretion process, and they really set lower limits on the gravitational redshift corresponding
to the hypothetical surface replacing the event horizon (see e.g. [268] for a review). Indeed,
some hold the view that an observational proof of the existence of event horizons based on
electromagnetic observations is intrinsically impossible [269] (see however Ref. [137]).

In spite of circumstantial evidences, the astrophysical BH picture has become a paradigm
[270, 271]. Scientific paradigms are potentially dangerous since it is easy to prove what we
actually expect to find [272]. For these reasons, in the following chapters we shall adopt
an open-minded approach and we shall discuss model-independent tests of the strong-field
BH dynamics and gravitational radiation signatures of event horizons which are necessary to
confirm or disprove the BH paradigm.



Gravitational wave detectors offer a new way of observing BHs, complementing the wealth
of information from present electromagnetic observations [9]. As first proposed by Ryan
[162, 174], an exquisite map of the external spacetime of BHs (outside the innermost stable
orbit, if there is any) can be constructed by observing the gravitational waveform emitted
when a small compact object spirals into the putative supermassive BH at the center of
a galaxy with the Laser Interferometer Space Antenna (LISA). As an extension of Ryan’s
work, Li and Lovelace considered the small object’s tidal coupling with the central object and
showed that by studying details of radiation reaction, information about the spacetime region
within the orbit can also be obtained [273]. Ryan’s proposal to map spacetimes using inspiral
waveforms is promising, but the data analysis task is affected by a “confusion problem”:
the possibility of misinterpreting truly non-Kerr waveforms by Kerr waveforms with different
orbital parameters [274, 275]. This ambiguity was shown to be resolvable if the orbit is
known to be circular [162] or if one only probes the mass, spin and quadrupole moment of
the object using waveforms generated in the weak-gravity region [173]. A different approach
to test the BH nature of ultra-compact objects is based on measuring several of their free
oscillation frequencies (“ringdown waves”) and comparing them with the quasinormal mode
(QNM) spectrum of BHs [276]. These tests of the “no-hair theorem” require a signal-to-noise
ratio which could be achieved by advanced Earth-based gravitational wave interferometers
and they are one of the most promising science goals of LISA [14, 204, 277].

In this part of the thesis we explore how to test possible alternatives to the BH paradigm.
We retain the “conservative” assumption that general relativity is the correct theory of gravity
and we focus on possible tests of the existence (or absence) of an event horizon.

Theorists conceived several families of compact objects with no event horizons. For exam-
ple, boson stars are horizonless compact objects based on plausible models of particle physics
at high densities, and they are (still) compatible with astrophysical observations [278, 279].
Being indistinguishable from BHs in the Newtonian regime, boson stars are good “strawmen”
for supermassive BHs. The spacetime of nonrotating spherical boson stars can approximate
arbitrarily well a Schwarzschild geometry even close to the event horizon, and being very
compact it is not easily distinguishable from a BH by electromagnetic observations [279, 280].
Building on Ryan’s proposal, Kesden et al. showed that the inspiral of a small compact ob-
ject into a nonrotating boson star will emit a rather different gravitational waveform at the
end of the evolution, when the small object falls into the central potential well of the bo-
son star instead of disappearing into the event horizon of a BH [281]. Several authors have
computed the QNM spectrum of boson stars, showing that it is remarkably different from
the QNM spectrum of BHs and lending support to the feasibility of no-hair tests using QNM
measurements [282, 283, 272].

Another proposed alternative to massive BHs, which we shall focus on in Chapter 10, is
the gravastar model by Mazur and Mottola [284]. The model assumes that the spacetime
undergoes a quantum vacuum phase transition in the vicinity of the BH horizon and it effec-
tively replaces the BH event horizon by a transition layer (or shell) and the BH interior by
a segment of de Sitter space [285, 286]. In Chapter 10 we shall focus on a simplified version
of this model: the so-called thin-shell gravastar model, where the transition layer reduces to
an infinitesimally thin shell. We argue that this model effectively retains most of the essential
features of the original model and it can be discussed as prototype of static horizonless objects
and as a Schwarzschild BH mimicker.

In fact the infinitesimally thin shell can be located arbitrarily close to the would-be event

142



Chapter 9. Are really black holes out there?

horizon, so a gravastar might seem indistinguishable from a BH when tests are only performed
on its external metric. We shall study the complete set of gravitational perturbations of thin-
shell gravastars (both polar and axial perturbations) and show that the QNM spectrum is
completely different from that of a Schwarzschild BH, even in the limit when the surface
redshift becomes infinite. This result confirms that the replacement of an event horizon by a
transition layer, has dramatic consequences on the gravitational perturbation spectrum of a
BH mimicker.

In Chapter 10, in order to treat polar perturbations of a nonrotating thin-shell gravastar,
we set up a rather generic formalism combining standard perturbation theory with Israel’s
junction conditions [287]. The formalism can be applied to gravitational perturbations of any
spherically symmetric spacetime characterized by regions with different cosmological constants
separated by infinitely thin shells with finite surface energy and tension. As a consequence, the
polar sector of QNMs depends on the equation of state of matter on the shell. Furthermore,
as an application of this generic formalism, late in Chapter 10 we investigate the gravitational
wave emission from the quasi-circular inspiral of compact objects of mass m0 into massive
thin-shell gravastars of mass M ≫ m0. The power radiated in gravitational waves during the
inspiral shows distinctive peaks corresponding to the excitation of the polar oscillation modes
of the gravastar and providing a very specific signature of the horizonless nature of the central
object.

Chapter 11 is devoted to the stability analysis for superspinars, another proposed alter-
native to highly spinning, compact objects. Superspinars are vacuum solutions of the grav-
itational field equations whose mass M and angular momentum J = aM violate the Kerr
bound, i.e. a > M (in geometrical units: G = c = 1). These geometries could result from
high-energy corrections to Einstein’s theory of gravity, such as those that would be present in
string-inspired models [29]. Superspinars have been proposed as an alternative to BHs, and
they are therefore imagined to have a compactness comparable to that of extremal rotating
Kerr BHs and to exist in any mass range. Therefore, the observation of rapidly spinning
ultracompact objects could potentially reveal or rule out the existence of these BH mimickers.

The first question about BH mimickers regards their viability. Of course, in order to be
viable astrophysical candidates, these objects must pass the same stability test which ordinary
BHs pass. In Chapter 10 we shall discuss the stability issue for static (i.e. nonrotating) thin-
shell gravastars and prove they are stable in a broad region of their parameter space. However
the situation drastically changes when rotation is considered. In fact rotating horizonless
objects which possess an ergoregion, i.e. roughly speaking, a region outside the horizon
where the metric element gtt < 0, are plagued by the so-called “ergoregion instability” [288,
245]. This instability relies on the superradiant scattering of incident waves by the rotating
object [289], which is the wave analog of the Penrose’s process for particle [290]. The same
instability also plagues rotating stars but it has been found to be negligible on the typical stellar
evolution timescale [245]. However phenomenologically viable BH mimickers must be much
more compact than ordinary stars and the ergoregion instability is much more effective. In
fact the instability of rotating boson stars, gravastars, wormholes and other Kerr-like objects
have been proved to be effective (i.e. to have a typical timescale comparable to or less
than the evolution timescale of an astrophysical object) in a wide range of the parameter
space [291, 292, 293, 294]. Since astrophysical objects are likely to be rotating (due to accretion
processes), the instability against rotation poses a serious challenge on the existence of these
objects in nature and may potentially rule them out as alternatives to BHs.
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In Chapter 11 we shall throughly investigate the dynamical stability of superspinars to
gravitational perturbations and prove that they can unlikely be viable astrophysical alter-
natives. We shall extend the results of Ref. [292] (which first found that superspinars with
a perfectly reflecting surface are unstable due to the ergoregion instability) by considering
either purely reflecting or perfectly absorbing boundary conditions at the “surface” of the
superspinar. Independently of the boundary conditions, we find several and strong instabili-
ties. This implies that superspinars are very unlikely astrophysical alternatives to BHs. The
extension of the same study to other black hole mimickers and possible generalizations of the
works done in Refs. [291, 292, 293, 294] are interesting developments that we leave for future
works.
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Chapter 10

Gravitational-wave signature of a
thin-shell gravastar

We discuss how the emission of gravitational waves by ultra-compact objects can be
qualitatively different depending on the presence or absence of an event horizon. Our case
study are nonrotating thin-shell gravastars. The model has an infinitely thin shell with
finite tension separating a de Sitter interior and a Schwarzschild exterior. The shell can be
located arbitrarily close to the would-be event horizon, so a gravastar might seem indis-
tinguishable from a black hole when tests are only performed on its external metric. We
discuss gravitational perturbations of thin-shell gravastars and show that the spectrum of
axial and polar quasinormal modes is completely different from that of a Schwarzschild
black hole, even in the limit when the surface redshift becomes infinite. Furthermore, we
study gravitational wave emission from the quasi-circular extreme mass ratio inspiral of
compact objects of mass m0 into massive thin-shell gravastars of mass M ≫ m0. The
power radiated in gravitational waves during the inspiral shows distinctive peaks corre-
sponding to the excitation of the polar oscillation modes of the gravastar. The frequency
of these peaks usually depends on the equation of state, but for ultra-compact gravastars
it typically lies within the optimal sensitivity bandwidth of LISA, providing a very specific
signature of the horizonless nature of the central object.
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10.1 Introduction

10.1 Introduction

One of the most elusive properties characterizing the black hole (BH) solutions of general
relativity is the presence of their event horizon. Traditional electromagnetic astronomy can
at best yield lower limits on the gravitational redshift corresponding to hypothetical surfaces
replacing the event horizon (see [225, 268, 271, 269] for different viewpoints on this delicate
issue). However, present and planned gravitational-wave (GW) detectors offer new prospects
for “directly” observing BHs and probing their structure [277].

From a gravitational point of view the structure of compact objects is encoded in their free
oscillation spectrum, i.e. in their quasinormal modes (QNMs) [8, 9]. In an effort to point out
the peculiar features of compact objects whose external metric is identical to the Schwarzschild
metric, but which do not possess an event horizon, here we studied the free oscillations of one
of the simplest ultra-compact horizonless objects: a nonrotating thin-shell gravastar.

The gravastar model assumes that the space-time undergoes a quantum vacuum phase
transition in the vicinity of the BH horizon. The model effectively replaces the BH event
horizon by a transition layer and the BH interior by a segment of de Sitter space [285, 286].
The thin-shell gravastar model is obtained in the limit where the layer thickness shrinks to
zero. Our analysis completes previous investigations [295, 25] by considering the thin shell as
a dynamical entity.

Mazur and Mottola argued for the thermodynamic stability of the model. A dynami-
cal stability analysis by Visser and Wiltshire [28] confirmed that a simplified version of the
gravastar model by Mazur and Mottola is also stable under radial perturbations for some
physically reasonable equations of state for the transition layer. Chirenti and Rezzolla [25]
first considered nonradial perturbations of gravastars, restricting attention to the relatively
simple case of oscillations with axial parity. They computed the dominant axial oscillation
modes and found no instabilities. In analogy with previous studies of the oscillation modes
of boson stars [282, 283, 272], they confirmed that the axial QNM spectrum of gravastars can
be used to discern a gravastar from a BH. In the thin-shell limit, the axial QNM frequen-
cies of Ref. [25] and our own calculations recover Fiziev’s calculation of the axial QNMs of
ultracompact objects with a totally reflecting surface [295].

Here we throughly study nonradial perturbations of a simplified “thin-shell” gravastar,
retaining most of the essential features of the original model. We consider both axial pertur-
bations (reproducing and extending the results of Ref. [25]) and polar perturbations. In the
polar case, the matching of interior and exterior perturbations at the gravastar shell requires
a more careful analysis because (unlike the axial case) polar perturbations of spherical objects
actually induce motions of matter, which in turn couples back to gravitational perturbations.
For this reason, nonspherical polar perturbations provide a more stringent test on the gravas-
tar’s overall stability. Polar perturbations are also crucial in studying the dynamics of objects
orbiting the hypothetical gravastar. In order to treat polar perturbations of a nonrotating
thin-shell gravastar we set up a rather generic formalism combining standard perturbation
theory (in the Regge-Wheeler gauge) with Israel’s junction conditions [287]. The formalism
can be applied to gravitational perturbations of any spherically symmetric space-time charac-
terized by regions with different cosmological constants separated by infinitely thin shells with
finite surface energy and tension. Because matter is concentrated on these shells, the junction
conditions deduced here will be sufficient in describing the linear dynamics of matter. Quite
predictably, these conditions depend on the equation of state of the shell. As an application
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of the formalism we study the QNM spectrum of polar and axial perturbations of gravastars,
exploring the nonradial stability of these objects. Polar QNMs (unlike axial QNMs) depend
on the equation of state of matter on the shell: they can be used not only to distinguish a
gravastar from a BH, but also to distinguish between different gravastar models. We also find
that the imaginary part of some QNMs seems to have a zero crossing when the gravastar is
not very compact and the speed of sound on the shell is superluminal, suggesting that some
gravastar models may be unstable under nonradial perturbations.

The chapter is formally divided into two parts as follows. In the first part we review
our static thin-shell gravastar model (Section 10.2) and we sketch the calculation of axial
and polar gravitational perturbations and of the matching conditions at the gravastar shell
(Section 10.3). Details of the matching procedure are provided in Appendix 10.8, and details
of the QNM calculation are given in Appendix 10.9. Our numerical results for the polar and
axial QNM spectra are presented in Section 10.4 and supported by analytical calculations in
the high-compactness limit in Appendix 10.10. In the second part, starting from Section 10.5
we apply the formalism developed in the first part to study gravitational radiation from
compact objects inspiraling into nonrotating gravastars. In Sec. 10.5.1 we summarize the
perturbed Einstein equations in the Bardeen-Press-Teukolsky (BPT) formalism and we write
down the source term appearing on the right-hand side of the BPT equation for orbiting
pointlike particles of mass m0 ≪M . Then we discuss how the perturbation functions outside
the shell (as obtained by the matching conditions derived in the first part of the chapter) can
be used to solve numerically the BPT equation with a source given by the orbiting particle
and to compute the radiated power. In Sec. 10.6 we compare numerical calculations of the
power radiated by BHs and different gravastar models and we stress potentially observable GW
signatures of horizonless ultra-compact objects. We conclude by discussing possible extensions
of our work.

We use geometrical units (G = c = 1). The Fourier transform of the perturbation variables
is performed by assuming a time dependence of the form eiωt. Greek indices (µ , ν , . . . ) refer to
the four-dimensional space-time metric. Latin indices (i , j , . . . ) refer to the three-dimensional
space-time metric on the shell. Latin indices at the beginning of the alphabet (a , b , . . . ) refer
to the spatial metric on a two-sphere.

10.2 Equilibrium model

The metric for a static thin-shell gravastar has the form [28, 25]

ds20 = −f(r)dt2 + 1

h(r)
dr2 + r2(dθ2 + sin2 θdϕ2) . (10.1)

Here

f(r) =



















h(r) = 1− 2M

r
, r > a ,

α h(r) = α

(

1− 8πρ

3
r2
)

, r < a ,

(10.2)

where M is the gravastar mass measured by an outside observer, and ρ = 3M/(4πa3) is the
“energy density” of the interior region. The coordinate system (t, r, θ, ϕ) has been chosen
in such a way that the thin shell occupies a coordinate sphere with r = a. The space-time
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reduces to de Sitter for r < a, and to Schwarzschild for r > a. The junction conditions on
the r = a surface have already partially been chosen by requiring the induced metric to be
continuous across the shell, which also dictates that f(r) be continuous at r = a, or

1− 2M

a
= α

(

1− 8πρa2

3

)

. (10.3)

In this chapter we shall usually drop the dependence of f(r) and h(r) on r. From the jump in
the radial derivatives of f we could easily obtain the two defining properties of this gravastar
model: the surface energy density Σ and surface tension Θ. The junction conditions read [287]:

[[Kij ]] = 8π

[[

Sij − γij
S

2

]]

, (10.4)

where the symbol “[[ ...]]” gives the “jump” in a given quantity across the spherical shell (or
r = a), i.e

[[A]] ≡ A(a+)−A(a−) . (10.5)

The indices i and j correspond to coordinates t, θ, and ϕ which parameterize curves tangential
to the spherical shell, Kij = −∇inj is the extrinsic curvature, nα = (0, 1, 0, 0)/

√
grr is the

unit normal vector, and Sij is the surface stress-energy tensor

Sij = (Σ−Θ)uiuj −Θγij , (10.6)

where uα =
√

−1/gtt(1, 0, 0, 0) (or ~u =
√

−1/gtt ~∂t) is the four-velocity of mass elements on
the shell and γαβ = gαβ − nαnβ is the induced 3-metric on the shell. We then have

Sij − γij
S

2
= (Σ −Θ)uiuj +

Σ

2
γij . (10.7)

In the static, spherically symmetric case,

[[Kij ]] =

[√
grr

2
gij,r

]

. (10.8)

Discontinuities in the metric coefficients are then related to the surface energy and surface
tension as [28]

[[
√
h]] = −4πaΣ ,

[[

f ′
√
h

f

]]

= 8π(Σ− 2Θ) . (10.9)

In order to summarize the above relations and reveal the independent parameter space of a
thin-shell gravastar we define

Mv ≡ 4πρa3

3
, Ms ≡ 4πa2Σ , (10.10)

which would be the volume- and surface-energy contents of the gravastar. In terms of Mv, Ms

and a, we can obviously solve for ρ, Σ, and in addition we have

M = Mv +Ms

√

1− 2Mv

a
+
M2

s

2a
, (10.11)

α =
1− 2M/a

1− 2Mv/a
, (10.12)

Θ =
1

8πa

[

1− 4Mv/a
√

1− 2Mv/a
− 1−M/a
√

1− 2M/a

]

. (10.13)
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As a consequence, gravastar types can be specified by the dimensionless parameters Mv/a and
Ms/a. In this chapter we only consider a simplified version of the original Mazur-Mottola
gravastar, which has vanishing surface energy (Σ = 0) and

M =Mv, 8πaΘ = − 3M/a
√

1− 2M/a
. (10.14)

However it is convenient to keep our notation general enough, because nonradial oscillations
of a gravastar will in general produce nonzero variations of the surface energy (i.e, δΣ 6= 0).

10.3 Gravitational perturbations

In both the interior (de Sitter) and exterior (Schwarzschild) background space-times we con-
sider perturbations in the Regge-Wheeler gauge [4], writing

ds2 = ds20 + (δRWgµν)dx
µdxν (10.15)

with

‖δRWgµν‖ =

















f(r)H0(t, r)Ylm H1(t, r)Ylm −h0(t, r)
1

sin θ

∂Ylm
∂ϕ

h0(t, r)sin θ
∂Ylm
∂θ

∗ H2(t, r)Ylm
h(r)

−h1(t, r)
1

sin θ

∂Ylm
∂ϕ

h1(t, r)sin θ
∂Ylm
∂θ

∗ ∗ r2K(t, r)Ylm 0
∗ ∗ ∗ r2 sin2 θK(t, r)Ylm

















,

(10.16)
where Ylm(θ, φ) denotes the ordinary spherical harmonics and “∗” stands for terms obtainable
by symmetry. In this gauge the perturbations split into two independent sets: the metric
functions h0 and h1 are axial or odd parity perturbations, while H0 ,H1 ,H2 ,K are polar
or even parity perturbations. The linearized Einstein equations automatically require H0 =
H2 ≡ H.

In the rest of this section we work out perturbations of the gravastar space-time, including
the dynamics of the shell itself, in three steps. In Sec. 10.3.1, we present the well-known
solution of the perturbation equations in de Sitter space-time in terms of hypergeometric
functions and choose the solution that is regular at the origin (r = 0). In Sec. 10.3.2 we
review metric perturbations in the Schwarzschild exterior. Finally, in Sec. 10.3.3 we work out
the junction conditions relating the interior and exterior Regge-Wheeler perturbations.

10.3.1 The de Sitter interior

The usual way to obtain the interior solution for perturbed stars is by direct integration of
the system of ODEs [296, 297, 298]. Integrating a regular solution from the center would give
boundary conditions at the stellar radius (or, in the case of a gravastar, at the location of
the shell). For the de Sitter interior (r < a) no numerical integrations are required, because
a regular solution of the perturbation equations can be obtained in terms of hypergeometric
functions [299, 9]. To establish notation we review the basic equations below. Let us express

149



10.3 Gravitational perturbations

the metric in terms of a compactness parameter C ≡ (2M/a)3, related to the parameter
µ =M/a of Ref. [25] by C = 8µ3. Then we have (assuming Σ = 0)

f(r) = 1− 8πρ

3
r2 = 1− 2M

a3
r2 ≡ 1− C(r/2M)2 . (10.17)

In the de Sitter interior both axial and polar perturbations can be reduced to the study of the
(frequency-domain) master equation

d2Ψin

dr2∗
+
[

ω2 − Vin(r)
]

Ψin = 0 , r < a , (10.18)

where

Vin(r) =
l(l + 1)

r2
f(r) (10.19)

and we introduced the tortoise coordinate, defined as usual by the condition dr/dr∗ = f(r),
which in this case yields

r∗ =

√

3

8πρ
arctanh

[

(

8πρr2

3

)1/2
]

, r < a . (10.20)

In terms of r, the master equation reads

∂2Ψin

∂r2
+
f ′

f

∂Ψin

∂r
+
ω2 − Vin(r)

f2
Ψin = 0 , (10.21)

where a prime denotes a derivative with respect to r. Near the origin, solutions of Eq. (10.21)
behave as Arl+1 + Br−l. By requiring regularity at the center (r = 0) we get, up to a
multiplicative constant,

Ψin = rl+1(1− C(r/2M)2)
−iMω√

C F

[ l + 2− i2Mω√
C

2
,
1 + l − i2Mω√

C

2
, l +

3

2
,
Cr2

4M2

]

, (10.22)

where F (a, b, c, z) is the hypergeometric function [300]. From Ψin and its derivative we can
get the axial perturbation variables in the frequency domain [5]:

h1 =
r

f
Ψin , h0 = − i

ω

d

dr∗

(

rΨin
)

. (10.23)

The polar metric functions K and H1 can be obtained immediately from:

K =
l(l + 1)

2r
Ψin +

dΨin

dr∗
, (10.24)

H1 =
iωr

f

(

Ψin

r
+
dΨin

dr∗

)

. (10.25)

The quantity H(= H0 = H2) and its derivatives can then be found from the algebraic relation
[

l(l + 1)

2
− 1

f
− ω2r2

f

]

K +

[

−iωr − i
l(l + 1)Cr

8M2ω

]

H1 −
(l − 1)(l + 2)

2
H = 0 . (10.26)

This procedure fixes all metric quantities and their derivatives in the interior. Here and
henceforth in the chapter we drop the dependence of h0, h1, H, H1 and K on ω and r.
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10.3.2 The Schwarzschild exterior

In the Schwarzschild exterior, axial and polar perturbations obey different master equa-
tions [249]. The determination of the axial perturbation variables can still be reduced to the
solution of the Regge-Wheeler equation [4], a Schrödinger-like ODE identical to Eq. (10.21):

∂2Ψout

∂r2
+
f ′

f

∂Ψout

∂r
+
ω2 − Vout(r)

f2
Ψout = 0 , (10.27)

where

Vout = f

(

l(l + 1)

r2
− 6M

r3

)

. (10.28)

The metric can then be obtained from Eqs. (10.23), with f(r) given by Eq. (10.2).
The perturbed Einstein equations relate the polar variables (K, H, H1) via three differ-

ential equations:

d

dr
(fH1)− iω(H +K) = 0 , (10.29)

−iωH1 + f(H ′ −K ′) + f ′H = 0 , (10.30)

K ′ − H

r
+

[

1

r
− f ′

2f

]

K + i
l(l + 1)

2ωr2
H1 = 0 , (10.31)

and an algebraic relation:

[

l(l + 1)

2
− 1 +

rf ′

2

(

1− rf ′

2f

)

− ω2r2

f

]

K+

[

−iωr + i
l(l + 1)

4ω
f ′
]

H1−
[

l(l + 1)

2
− f +

rf ′

2

]

H = 0.

(10.32)
Note that if we make the appropriate choice for f(r), Eqs. (10.29)–(10.31) and the algebraic
relation also apply to the interior de-Sitter spacetime [cf. Eq. (10.26)].

The Zerilli function Zout(r) [5], which satisfies a wave equation, and its spatial derivative
are also constructed from H1 and K as

Zout =
Hout

1 −A3K
out

A2 −A1A3
, (10.33)

dZout

dr∗
=

A2K
out −A1H

out
1

A2 −A1A3
, (10.34)

where

A1 =
6M2 + λ/2 (1 + λ/2) r2 + 3/2λMr

r2 (3M + rλ/2)
, (10.35)

A2 =
iω
(

−3M2 − 3/2λM r + r2λ/2
)

r (3M + rλ/2) f
, (10.36)

A3 = iω
r

f
(10.37)

and λ = (l − 1)(l + 2). The metric perturbations can then be obtained by integrating the
Zerilli equation outwards, starting from r = a+. It is also useful to recall that (in the exterior)
we can switch from the Zerilli function Zout(r) (10.34) to the Regge-Wheeler function Ψout(r)
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by using a differential relation between polar and axial variables discussed in Chandrasekhar’s
book [249]:

α−Ψ
out = ηZout − dZout

dr∗
,

dΨout

dr∗
= α+Z

out − ηΨout ,

where

α± =
λ(λ+ 2)

12M
± iω , η =

λ(λ+ 2)

12M
+

6Mf(r)

r(λ r + 6M)
.

From Zout and dZout/dr∗ we can easily compute Ψout and dΨout/dr∗ outside the shell and
use them as initial conditions to integrate the Regge-Wheeler equation outwards. Leins et
al. [301] showed that this procedure is convenient to compute polar oscillation modes by the
continued fraction method; more details on the QNM calculation are given in Appendix 10.9.

10.3.3 The matching conditions

In this section we discuss the most delicate part of the perturbation problem, namely the
junction conditions for the Regge-Wheeler perturbation variables across the shell. Here we
only outline our strategy and present the results; more details are given in Appendix 10.8.
Technically, the application of Israel’s junction conditions is easier if the shell’s world tube
happens to coincide with a fixed coordinate sphere at constant radius. However this is incom-
patible with choosing the Regge-Wheeler gauge in both the interior and the exterior, which is
convenient to cast the perturbation equations into simple forms. In fact, such a choice of gauge
does not leave any freedom. We must explicitly parametrize the 3-dimensional motion of each
mass element on the shell and then perform the matching on a moving shell. In order to take
advantage of both the simplicity of the field equations and the convenience of matching on a
fixed coordinate sphere, we carry out the matching in the following way. We first construct a
particular coordinate transformation (for both the exterior and interior space-times) such that
in the new coordinate system, any mass on the shell remains static on the coordinate sphere
with r = a. In this new coordinate system the metric perturbations will no longer be Regge-
Wheeler, but will be augmented by quantities that carry information about how masses on the
shell move in the Regge-Wheeler gauge. The stress-energy tensor of masses on the shell will
correspondingly be modified. We then carry out the matching at r = a and obtain junction
conditions relating the interior and exterior metric perturbations, plus equations of motion
for matter on the shell. As could be anticipated from the general features of oscillations of
nonrotating stars, axial perturbations do not couple to matter motion and the axial junction
conditions are very simple, basically imposing continuity of the master variable Ψ and of its
first derivative. Polar perturbations, on the other hand, do couple to matter motion, so polar
junction conditions do involve the shell dynamics, i.e its equation of state.

We parametrize the world line of matter elements on the shell in terms of the coordinates
(t, r, θ, ϕ) as follows:















t = τ/
√

f(a) + δt(τ, θ∗, ϕ∗) ,
r = a+ δr(τ, θ∗, ϕ∗) ,
θ = θ∗ + δθ(τ, θ∗, ϕ∗) ,
ϕ = ϕ∗ + δϕ(τ, θ∗, ϕ∗) ,

(10.38)

where θ∗ and ϕ∗ identify physical mass elements on the sphere, while τ parametrizes their
proper time. Note that the Lagrangian equations of motion will not be the same for the
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interior and exterior space-times. Therefore, points with the same t , θ and ϕ coordinates
are not in general the same when viewed from the interior and from the exterior. As shown
in Appendix 10.8, the four-velocity of the mass element (θ∗, ϕ∗) at the scaled proper time
t̂ ≡ τ/

√

f(a) is, to leading order in the perturbation variables:

uα = [f(a)]−1/2 (1 + δṫ, δṙ, δθ̇, δϕ̇) . (10.39)

We now carry out a gauge transformation which maps the shell to a fixed location (note that
two different gauge transformations are required for the exterior and for the interior). For any
general gauge transformation x̄ᾱ = xα − ξα(xµ) we have, to first order in ξµ,

δgαβ = ḡαβ(x̄
µ)− gαβ(x̄

µ) = ξβ;α(x̄
µ) + ξα;β(x̄

µ) , (10.40)

where the semicolon represents a covariant derivative with respect to the four-metric and
ḡαβ(x̄

µ) is the metric tensor in the new coordinate system. We impose that, when evaluated
at (t, r, θ, ϕ) = (t̂, a, θ∗, ϕ∗), the vector ξα coincides with (δt, δr, δθ, δϕ), so that in the new
coordinate system we will have















t̄ = τ/
√

f(a) ,
r̄ = a ,
θ̄ = θ∗ ,
ϕ̄ = ϕ∗ ,

(10.41)

where we are ignoring second-order corrections. The full metric in the new coordinate system
is

ḡαβ = g
(0)
αβ + δRWgαβ + δgαβ , (10.42)

where g
(0)
αβ is the static gravastar background metric, given by Eq. (10.1). The explicit form

of ξµ and the corresponding changes in the metric components, Eq. (10.40), are given in Ap-
pendix 10.8, where the equations of motion, as well as the gauge transformation, are presented
systematically in a multipole expansion. We then match components of ḡαβ along the shell,
which now simply sits at (t̂, a, θ∗, ϕ∗), and apply Israel’s junction conditions to the extrinsic
curvature given by ḡαβ . For axial perturbations these matching conditions read

[[h0]] = 0 ,
[[√

hh1

]]

= 0 . (10.43)

For thin shell gravastars h(r) is continuous across the shell, implying continuity of the Regge-
Wheeler function Ψ and its derivative Ψ′ across the shell [cf. Eq. (10.23)]. In more general
cases where h(r) may have a discontinuity across the shell the axial junction conditions (10.43)
show that Ψ must also be discontinuous.

The treatment of polar perturbations is more involved and it yields the following relations,
determining the “jump” of the polar metric functions at the shell:

[[K]] = 0 , (10.44)

[[K ′]] = −8π
δΣ

√

f(a)
, (10.45)

2M

a2
[[H]]− [[H f ′]]− 2f(a)[[H ′]] + 4iω[[H1]] = 16π

√

f(a)(1 + 2v2s)δΣ . (10.46)
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Note that f(r) is continuous across the shell [cf. Eq. (10.3)]. The parameter vs in the equations
above depends on the equation of state on the thin shell, Θ = Θ(Σ):

v2s ≡ −
(

∂Θ

∂Σ

)

Σ=0

, (10.47)

and it has the dimensions of a velocity. One might naively interpret vs as the speed of sound
on the thin shell and require vs ≤ 1, i.e that the speed of sound cannot exceed the speed of
light. Furthermore, for a shell of ordinary, stable matter we would have v2s > 0. The standard
argument used to deduce that v2s > 0 does not necessarily hold when one deals with exotic
matter (as in the case of gravastars and wormholes), so the specification of upper and lower
bounds on vs may require a detailed microphysical model of the exotic matter itself [302, 303].
In our discussion of gravastar stability we will consider the whole range of vs, but we will
primarily focus on the range 0 ≤ v2s ≤ 1. The application of the polar junction conditions
is more involved than the axial case due to their complexity, which arises from the fact that
polar perturbations couple to oscillations of the shell.

Here we note that even though we have three quantities (K, H, H1) that satisfy a coupled
system of first-order ODEs in both the interior and exterior, in each region there is an algebraic
relation relating the three quantities. For this reason we only need to impose two independent
junction conditions, and Eqs. (10.44)–(10.46) provide exactly two independent relations among
K, H and H1 (after eliminating δΣ). Alternatively, the number of junction conditions can be
obtained considering that all metric perturbations can be expressed in terms of Ψin and Ψout,
and that each of these master variables satisfies a second-order ODE. More specifically, we use
Eqs. (10.44)–(10.46) to determine two relations among (Ψin, ∂rΨ

in) and (Ψout, ∂rΨ
out), plus

the corresponding δΣ.

0.0 1.0 2.0 3.0
2MωR

0.0

0.5

1.0

1.5

2.0

2M
ω I

µ=0.10
µ=0.20
µ=0.30
µ=0.40
µ=0.49

v
2
=0.1
l=2

1

2

3

4

0.0 1.0 2.0 3.0 4.0
2MωR

0.0

0.5

1.0

1.5

2.0

2M
ω I

v
2
=0.1
l=3

1

2

3

4

Figure 10.1: First few axial (continuous lines) and polar (dashed lines) QNMs of a thin-shell
gravastar with v2s = 0.1. In the left panel we follow modes with l = 2 as the compactness µ
varies. In the right panel we do the same for modes with l = 3. Along each track we mark
by different symbols (as indicated in the legend) the points where µ = 0.1 , 0.2 , 0.3 , 0.4 and
0.49. Our numerical method becomes less reliable when 2MωI is large and when the modes
approach the pure-imaginary axis. Numbers next to the polar and axial modes refer to the
overtone index N (N = 1 being the fundamental mode).
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Figure 10.2: Real (left) and imaginary (right) part of polar and axial QNMs with l = 2 as
functions of µ for v2s = 0.1. Linestyles are the same as in Fig. 10.1. Numbers refer to the
overtone index.

10.4 Numerical Results

Some axial and polar QNM frequencies for a static thin-shell gravastar, as computed by the
continued fraction method, are plotted in Figs. 10.1 and 10.2. The C++ code used for the
calculations is an update of the Fortran code used in Ref. [304] to verify and extend results on
stellar oscillations by Kokkotas [305] and Leins, Nollert and Soffel [301]. For axial modes, our
numerical results are in excellent agreement with the thin-shell limit of the QNM frequencies
computed by Chirenti and Rezzolla [25] and with Fiziev’s calculation of the axial QNMs of
ultracompact objects with a totally reflecting surface (compare figures 3 and 4 of Ref. [295]).

To find the QNM frequencies we adopt the following numerical procedure. We usually fix
µ = 0.4 and (for polar perturbations) we choose a constant value of vs. In the calculations
leading to Figs. 10.1 and 10.2 we chose, somewhat arbitrarily, v2s = 0.1. Later in this section
we will discuss the dependence of polar modes on vs.

As explained in Appendix 10.9, within the continued fraction method the complex QNM
frequencies can be determined as the roots of any of the n equations fn(ω) = 0 [cf. Eq. (10.126)],
where n is the “inversion index” of the continued fraction. To locate QNMs we first fix a value
of µ (usually µ = 0.4). We compute the real and imaginary parts of fn(ω) for a given inversion
index n on a suitably chosen grid of (ωR, ωI) values, and make contour plots of the curves
along which the two functions are zero. The intersections of these curves are used as initial
guesses for the quasinormal frequencies; more precise values are then obtained using Muller’s
method [306]. For fixed n (say, n = 0) this method singles out some spurious roots besides
the physical QNM frequencies. The spurious roots can easily be ruled out, since they are
not present for different values of n. Looking for roots with n = 0 is usually sufficient, but
sometimes we get more stable numerical solutions for n = 1 and n = 2 when the QNMs have
large imaginary part (ωI & 1.5 or so).

The QNM spectrum with µ = 0.4 corresponds to the empty (polar) and filled (axial)
squares in the left panel of Fig. 10.1, respectively. Starting from µ = 0.4, we follow each QNM
as µ → 0 and as µ → 1/2 to produce the tracks displayed in the figure. For this value of vs
some of these tracks end at the origin in the limit µ→ 0, while others hit the pure-imaginary
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Figure 10.3: Top row: real and imaginary part of the wavefunction in the interior for the first
four w-modes. Bottom row: real and imaginary part of the wavefunction in the interior for
the first four wII-modes. In both cases we consider polar QNMs with l = 2 and v2s = 0.1.

axis at some finite limiting compactness µimag (e.g. µimag ≃ 0.24 for the first polar mode). The
mode frequencies usually move clockwise in the complex plane (with the exception of QNMs
displaying “loops”) as µ is increased. The imaginary part of both axial modes (continuous
lines) and polar modes (dashed lines) becomes very small as µ→ 1/2, i.e when the gravastar
most closely approximates a BH. The behavior is perhaps clearer from Fig. 10.2, where we
separately show the real and imaginary parts as functions of µ.

For both axial and polar spectra the dependence of the mode frequencies on the gravastar
compactness resembles that of “ordinary” ultracompact stars: see e.g. Fig. 3 of Ref. [307].
Intuitive models that capture most of the physics of this problem have been presented in
Refs. [308, 309]. In their terminology, modes that emerge from the origin in Fig. 10.1 when
µ ∼ 0 are w-modes or curvature modes, roughly corresponding to waves trapped inside the
star. Modes emerging from the imaginary axis at some generally nonvanishing compactness are
wII-modes [301] or interface modes, and they are similar in nature to acoustic waves scattered
off a hard sphere [309, 310]. The only qualitative difference with Fig. 3 of Ref. [307] are the
“loops” appearing for higher-order w-modes, for which we have no analytical understanding.

The fact that w-modes are effectively waves “trapped inside the star”, while wII-modes
are interface modes, similar to acoustic waves scattered off a hard sphere, is also clear from
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the behavior of their wavefunctions in the stellar interior. The real and imaginary parts of the
wavefunctions are shown in Fig. 10.3 (see Ref. [301] for comparison with the wavefunctions
of ordinary stars). This figure shows eigenfunctions computed at the polar QNM frequencies
for the first four w-modes and wII-modes with l = 2 and v2s = 0.1. The plot shows that w-
modes can be thought of as standing waves inside the gravastar, and that the overtone number
corresponds to the number of nodes in the real and imaginary parts of the eigenfunction. The
situation is different for wII-modes, where the wavefunction has a maximum close to the shell,
as expected for interface modes.

One of our most important conclusions is that neither axial nor polar modes of a gravastar
reduce to the QNMs of a Schwarzschild BH when µ→ 1/2. In this limit, the real part of most
modes is extremely small (much smaller than the Schwarzschild result, 2MωR ≃ 0.74734 for
the fundamental mode with l = 2 [9]). Indeed, the QNM spectrum is drastically different
from the QNM spectrum of a Schwarzschild BH: when µ→ 1/2 the entire spectrum seems to
collapse towards the origin. This is in sharp contrast with the Schwarzschild BH case and,
as first noted in Ref. [25], it can be used to discern a very compact gravastar from a BH. In
Appendix 10.10 we prove analytically that the QNM frequencies of a gravastar do not reduce
to those of a Schwarzschild BH as µ → 1/2. The proof is based on the observation that the
Zerilli wavefunction for polar modes is continuous in this limit.

It is clear from the figures that axial and polar modes do not have the same spectra for
general values of µ. However, figures 10.1, 10.2 and 10.4 provide evidence that axial and
polar QNMs do become isospectral when the gravastar compactness approaches that of a
Schwarzschild BH (µ → 0.5). An analytic proof of isospectrality in the high-compactness
limit is given in Appendix 10.10, where we show that in this limit both the Zerilli and Regge-
Wheeler functions are continuous at the shell.
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Figure 10.4: Tracks of the fundamental polar and axial w-modes for different values of the
“sound speed” parameter vs when v2s < 0 (left) and when v2s > 0 (right). Different linestyles
correspond to different values of v2s , as indicated in the legend.

From the matching conditions (10.43), (10.44), (10.45) and (10.46) it is quite clear that
polar QNMs (unlike axial QNMs) should depend on vs, i.e [by Eq. (10.47)] on the equation
of state on the shell. This is a new feature that does not arise in the case of axial perturba-
tions [25]. The situation closely parallels the ordinary stellar perturbation problem [298, 93].
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10.4 Numerical Results

The role played by the equation of state in the dynamical stability of gravastars against
spherically symmetric perturbations was discussed in Ref. [28]. Our calculations extend the
considerations of that paper to nonradial oscillations.

The vs-dependence of the modes is studied in Figs. 10.4, 10.5 and 10.6. In Fig. 10.4 we
show the tracks described in the complex plane by the fundamental polar and axial w-mode as
we vary the compactness parameter µ. The fundamental axial mode does not depend on the
equation of state parameter, as expected, but the polar modes do change as a function of vs.
The standard argument used to deduce that the speed of sound v2s > 0 does not necessarily hold
when one deals with exotic matter (as in the case of gravastars and wormholes). Therefore, for
completeness, in the left panel of Fig. 10.4 we compute polar QNMs when v2s < 0. Different
linestyles correspond to different values of v2s , as indicated in the legend. The solid black
line reproduces the fundamental axial w-mode of Figs. 10.1 and 10.2. The dashed black line
corresponds to the fundamental polar w-mode for a shell with low sound speed (v2s = 0.1),
corresponding to the fundamental polar w-mode of Figs. 10.1 and 10.2. The dash-dash-
dotted (red), dash-dotted (blue) and dotted (green) lines represent a marginally subluminal,
imaginary sound speed (v2s = −0.99) and superluminal sound speeds (v2s = −2 and v2s = −4,
respectively). Nothing particularly striking happens in this regime: QNM frequencies for polar
and axial perturbations are different in all cases, but for large compactness the results become
vs-independent and modes of different parity become approximately isospectral, in agreement
with the analytical results of Appendix 10.10. Furthermore, as |vs| → ∞ the polar modes
seem to approach the axial mode. We can perhaps understand this behavior if we think that
the shell is effectively becoming so stiff that matter decouples from the space-time dynamics,
and only the “space-time” character of the oscillations survives.

The situation is more interesting in the case v2s > 0, displayed in the right panel of Fig. 10.4.
At first (when v2s ≤ 0.5 or so) the modes show a behavior similar to that seen for v2s < 0,
albeit in the opposite direction (i.e the real and imaginary parts of the QNM frequencies
increase rather than decreasing when |vs| increases). When v2s = 0.7 a cusp develops, and as
the speed of sound approaches the speed of light (for v2s & 0.9 in the figure) the modes “turn
around” describing a loop in the complex plane. The area of this loop in the complex plane
increases until the sound speed reaches a critical value 1.013 ≤ v2crit ≤ 1.014 (corresponding to
vcrit ≃ 1.007). For vs > vcrit the QNM behavior changes quite drastically. The complex mode
frequencies still approach the ωI = 0 axis clockwise as µ → 0.5. However, as µ decreases the
modes approach the axis ωI = 0 very rapidly along tracks which are now tangent to the lower
branch of the fundamental axial mode.

Even more interestingly, when v2s > 0 there is also a second family of QNMs with very small
imaginary part. A plot of the eigenfunctions shows that these modes are similar in nature
to the wII-modes. The trajectories described in the complex plane by some of these weakly
damped QNMs are shown in the left panel of Fig. 10.5. For comparison, the right panel of
Fig. 10.5 shows some of the “ordinary” modes. These ordinary modes are the same as in the
right panel of Fig. 10.4, except that this time we use a logarithmic scale for the imaginary part.
The second family of QNMs plotted in the left panel has very long damping, and in this sense
it is similar to the s-modes of “ordinary” ultra-compact stars discussed by Chandrasekhar and
Ferrari [93]. There is, however, an important difference: unlike the s-modes, which exist only
when a star is extremely compact, the weakly damped modes of a thin-shell gravastar only
exist for small compactness µ < µcrit.

In the left (right) panel of Fig. 10.6 we show the real (imaginary) parts of both families
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Figure 10.5: Left: spectrum of the weakly damped family of QNMs. The vertical line corre-
sponds to twice the orbital frequency of a particle in circular orbit at the ISCO: as we will
discuss below in this chapter, only QNMs to the left of the line can be excited by a compact
object inspiralling into the gravastar along quasi-circular orbits. In the case vs = 0.8 the mode
“turns around” describing a loop in the complex plane. For vs . 0.8 the modes move clockwise
in the complex plane as µ increases. For vs & 0.8 they move counterclockwise and they cross
the real axis at finite compactness. To facilitate comparison, in the right panel we show again
the right panel of Fig. 10.4 using a logarithmic scale for the imaginary part.

of QNMs as functions of µ for selected values of vs. Both the real and imaginary part of the
weakly damped modes tend to zero at some finite, vs-dependent compactness µ. The range
where weakly damped modes exist increases with v2s . The fact that both the mode frequency
and its damping tend to zero at the critical compactness µcrit suggests that the mode somehow
“disappears” there, rather than undergoing a nonradial instability, but this conjecture deserves
a more careful analytical study. Plots similar to those shown in Fig. 10.6 show that the
imaginary part of “ordinary” modes with v2s & 0.84 (vs & 0.92) rapidly approaches zero at
some finite compactness µ while the real part of the modes stays finite. We are unable to
track QNMs numerically when 2MωI . 10−5 using the continued fraction method, and in any
case we cannot really prove by numerical methods that ωI → 0 at some finite compactness
µ > 0. When v2s = 1.0134 the two family of modes approach each other along a cusp, but
their frequencies and damping times never cross. The “ordinary” family of modes exists all
the way up to µ = 0.5 but it becomes unstable (in the sense that the imaginary part of the
mode crosses the real axis with the real part remaining finite) at some finite, vs-dependent
value of the compactness µ.

Summarizing, our numerical results suggest that (1) weakly damped QNMs only exist
when their compactness is smaller than some vs-dependent critical threshold and (2) when
vs > 0 and v2s & 0.84, the imaginary part of a QNM crosses the real axis at another critical
threshold whose value can be estimated by extrapolation. Nonrotating thin-shell gravastars
should be unstable against nonradial perturbations when their compactness is smaller than
this critical value.

The two thresholds are plotted in Fig. 10.7. Weakly damped QNMs with l = 2 exist
only below the dashed line and, according to our extrapolation of numerical results, thin-shell
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Figure 10.6: Real (left) and imaginary parts (right) of the fundamental polar w-mode for dif-
ferent values of the equation of state parameter vs. Different linestyles correspond to different
values of v2s , as indicated in the legend. The horizontal line in the left panel corresponds to
twice the orbital frequency of a particle in circular orbit at the ISCO: only modes below the
line can be excited during a quasicircular inspiral.

gravastars should be unstable to nonradial perturbations with l = 2 below the solid line (we
verified that the instability condition for l = 3 is less stringent than for l = 2). The dashed line
extends up to v2s < 1.0134, where our numerical search for weakly damped QNMs becomes
impractical (the modes trace smaller and smaller loops in the complex plane and they seem
to disappear when the compactness is still smaller than µ = 0.5).

To validate results from the continued fraction method we used an independent numerical
approach: the resonance method [93, 94, 311], which is applicable to QNMs with ωI ≪
ωR. The resonance method was first used by Chandrasekhar and Ferrari in their analysis of
gravitational wave scattering by constant-density, ultra-compact stars [93, 94]. Chandrasekhar
and Ferrari showed that the radial potential describing odd-parity perturbations of these stars
displays a local minimum as well as a maximum when the stellar compactness µ & 0.39. If this
minimum is sufficiently deep, quasi-stationary, “trapped” states can exist: gravitational waves
can only leak out to infinity by “tunneling” through the potential barrier. The damping time
of these modes is very long, so they were dubbed “slowly damped” modes (or s-modes) [93].

A straightforward analysis of Eq. (10.19) and an inspection of Fig. 10.8 show that the
axial potential for a gravastar develops a minimum when µ & 0.43. The compactness of
ordinary stars is limited by the Buchdal limit (µ < 4/9 ≃ 0.4444), but since gravastars can
be considerably more compact than this limit, s-modes can exist all the way down to the
“Schwarzschild limit” (µ → 0.5). These modes can be computed via the continued fraction
method, but since they are long-lived the resonance method, which is computationally very
simple, provides very accurate estimates of their frequencies and damping times. We find
that the resonance method and the continued fraction method are in very good agreement
whenever the resonance method is applicable. In the limit µ→ 1/2 we have Im(ω) ≪ Re(ω),
and all QNM frequencies can be interpreted as “trapped” states.

The resonance method essentially confirms our continued fraction results for modes with
ωI ≪ ωR. In particular, it provides additional numerical evidence for the conjectured nonradial
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Figure 10.7: Significant thresholds in the (µ, v2s) plane. Thin-shell gravastars should be unsta-
ble with respect to nonradial perturbations below the solid line, corresponding to “ordinary”
QNM frequencies whose imaginary part crosses the zero axis while their real part stays finite.
The dashed line corresponds to the “vanishing point” of weakly damped QNM frequencies,
i.e to the point where both their real and imaginary parts have a zero crossing. We could not
find weakly damped modes in the region above the dashed line.

instability of thin-shell gravastars with low compactness. Despite the numerical evidence, an
analytic confirmation of our estimates of the instability threshold would be highly desirable.

10.5 Gravitational perturbations by a point particle

As shown in the previous sections, the QNM spectrum of a thin-shell gravastar is complex and
profoundly different from that of a BH, mainly because of the different boundary conditions
at the surface replacing the event horizon.

Here we use the formalism developed in the first part of this chapter to show that any
surface replacing the BH event horizon will produce a very specific signature in the gravita-
tional signal emitted by the orbiting object because of the resonant scattering of gravitational
radiation, which can be traced back to the different QNM spectrum of the two objects. In fact,
here we show that the QNMs of ultra-compact thin-shell gravastars can be excited during the
inspiral, whereas Schwarzschild QNMs can only be excited by particles plunging into the BH
(see Refs. [312, 313, 314, 315] for a discussion of the analogous problem of particles orbiting
neutron stars).

This idea is very similar in spirit to a previous study by Kesden and collaborators [281].
There are two main differences between our work and theirs. The first difference is that
Kesden et al. considered boson stars rather than gravastars as BH strawmen, so no “hard
surface” replaces the event horizon in their case. The second difference is that we compute the
radiation in a consistent perturbative framework, instead of using “kludge” waveforms that
become increasingly inaccurate in the relativistic regime. In this sense, we present the first
“strong-field” calculation of the potential gravitational signatures of inspirals into horizonless
objects.
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Figure 10.8: The potential governing axial and polar perturbations for different values of
the gravastar compactness µ ≡ M/a, where a is the location of the shell (see [93], showing
a similar plot for axial perturbations of constant-density stars). The potential develops a
minimum when µ & 0.43. Note that the polar and axial perturbations in the interior are both
governed by the same potential, given in Eq. 10.19 below.

10.5.1 The source term and the BPT formalism

A detailed treatment of the perturbative approach used to compute the gravitational emission
by a particle orbiting a polytropic neutron star can be found in Refs. [313, 314, 315, 310].
Here we review the original method with an emphasis on the modifications required to deal
with thin-shell gravastars.

The radial part Ψlm(ω, r) of the perturbation of the Weyl scalar δΨ4 is defined as

Ψlm(ω, r) =
1

2π

∫

dΩ dt −2S
∗
lm(θ, φ)

[

r4 δΨ4(t, r, θ, φ)
]

eiωt , (10.48)

where −2Slm(θ, φ) is a spin-weighted spherical harmonic of spin −2. The function (10.48)
can be expressed in terms of the Zerilli and RW perturbation functions (Zl(ω, r) and Yl(ω, r),
respectively) as follows:

Ψlm(ω, r) =
r3
√

n (n+ 1)

4ω
[V axYl + (W ax + 2iω) Λ+Yl] (10.49)

− r3
√

n (n+ 1)

4

[

V polZl +
(

W pol + 2iω
)

Λ+Zl

]

,

where 2n = (l − 1)(l + 2), Λ+ = d/dr∗ + iω = r−2∆d/dr + iω and

W ax =
2

r2
(r − 3M) , (10.50)

W pol = 2
nr2 − 3Mnr − 3M2

r2(nr + 3M)
. (10.51)
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The functions V pol and V ax are the well-known Zerilli and RW potentials:

V ax(r) = f

(

l(l + 1)

r2
− 6M

r3

)

, (10.52)

V pol(r) =
2f

r3

(

9M3 + 3λ2Mr2 + λ2(1 + λ)r3 + 9M2λr

(3M + λr)2

)

, (10.53)

with λ = l(l + 1)/2 − 1.

The radial part of δΨ4 outside the shell can be computed by solving the perturbation
equations in the interior as previously discussed. In Refs. [313, 314, 315, 310] this has been
done for polytropic neutron stars by numerically integrating the Tolman-Oppenheimer-Volkoff
equation together with the relevant stellar perturbation equations. As previously discussed,
for thin-shell gravastars the background spacetime and the perturbation functions in the inte-
rior are known analytically. Using the matching conditions derived in Appendix 10.8 we can
determine the jump in the perturbation functions across the shell. Therefore we can easily
construct the function δΨ4(a+) outside the shell. Through the Fourier and angular expan-
sion of Eq. (10.48) we can now impose boundary conditions at a+ for the integration of the
inhomogeneous BPT equation [316, 317]:

LBPTΨlm(ω, r) ≡
{

∆2 d

dr

[

1

∆

d

dr

]

+

[

(

r4ω2 + 4i(r −M)r2ω
)

∆
− 8iωr − 2n

]}

Ψlm(ω, r) =

= −Tlm(ω, r), (10.54)

where ∆ = r2 − 2Mr and the source term Tlm(ω, r) describes the point mass m0 moving on
a given orbit around the gravastar. In Ref. [313] the solution of Eq. (10.54) is constructed
in the general case of elliptic orbits. Eccentricity is expected to play an important role in
extreme mass ratio inspirals [30, 318]. However, in the remainder of this chapter we focus
on circular inspirals. This simplifies our study and it is sufficient to prove our main point:
the gravitational radiation from extreme mass ratio inspirals around horizonless objects is
drastically different from the BH case. We mention in passing that our numerical code is
capable of handling eccentric orbits, and the extension of our study to eccentric inspirals
could be an interesting topic for future research.

We further simplify the problem by using the so-called adiabatic approximation (i.e we
assume that the radiation reaction timescale is much longer than the orbital timescale). Under
this assumption the trajectory of the particle is described by the geodesic equations for a mass
m0 moving on a circular orbit of radius R0:

γ̄ ≡ dt

dτ
=

E

1− 2M
R0

, ωK ≡ dϕ

dt
=

1

γ̄

dϕ

dτ
, (10.55)

where τ is the proper time, E is the energy per unit mass of the particle and ωK =
√

M/R3
0

denotes the Keplerian orbital frequency. The source term can be written as

Tlm(ω, r) = δ(ω−mωK)
[

0
S∗
lm(

π

2
, 0) 0Ulm+−1S

∗
lm(

π

2
, 0)−1Ulm+ −2S

∗
lm(

π

2
, 0)−2Ulm

]

, (10.56)

where the functions sUlm are explicitly given in Refs. [310, 314].
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The solution of Eq. (10.54) satisfying the boundary conditions of pure outgoing radiation
at radial infinity and matching continuously with the interior solution can be found by the
Green’s functions technique. The amplitude of the wave at radial infinity can be shown to be
[313]

Alm(ω) = − 1

Wlm(ω)

∫ ∞

R

dr′

∆2
Ψ 1

lm(ω, r′) Tlm(ω, r′) , (10.57)

where Wlm(ω) is the Wronskian of the two independent solutions of the homogeneous BPT
equation

Wlm(ω) =
1

∆

[

Ψ 1
lm∂rΨ

0
lm −Ψ 0

lm∂rΨ
1
lm

]

. (10.58)

The two solutions Ψ 0
lm and Ψ 1

lm satisfy different boundary conditions:

{

LBPTΨ
0
lm(ω, r) = 0 ,

Ψ 0
lm(ω, r → ∞) = r3eiωr∗ ,











LBPTΨ
1
lm(ω, r) = 0 ,

Ψ 1
lm(ω, a) = Ψ̄lm(ω, a) ,

∂rΨ
1
lm(ω, a) = ∂rΨ̄lm(ω, a) .

(10.59)

Here LBPT is the differential operator on the left-hand side of the BPT equation (10.54) and
Ψ̄lm(ω, a) is the radial perturbation of the Weyl scalar, constructed according to Eq. (10.49)
in terms of the perturbed metric functions in the interior and evaluated at the (exterior)
surface of the gravastar. The crucial point here is that the boundary conditions at the shell
of a gravastar are drastically different from the ingoing-wave boundary conditions that must
be imposed at the horizon of a black hole. As previously discussed, perturbations near the
shell will in general contain a combination of ingoing and outgoing waves, even when the
compactness of the gravastar approaches the Schwarzschild value (µ→ 1/2).

The integral in Eq. (10.57) can be written in terms of Ψ 1
lm and its derivatives [314]. In

Eq. (10.57) it is convenient to isolate the contribution of the Dirac δ function:

Alm(ω) = m0Âlm(ω)δ(ω −mωK) . (10.60)

Then the time-averaged energy-flux

ĖR ≡
〈

dEGW

dt

〉

= lim
T→∞

EGW

T
= lim

T→∞
1

T

∑

lm

∫

dω

(

dEGW

dω

)

lm

(10.61)

can be written in terms of Âlm(ω) as follows:

ĖR(mωK) =
∑

lm

ϕm2
04π(mωK)2 |Âlm(mωK)|2 ≡

∑

lm

ĖR
lm. (10.62)

In order to evaluate Ψ 0
lm and Ψ 1

lm, we integrate the BPT equation by an adaptive Runge-
Kutta method. Close to a resonance the solutions must be computed very accurately, since
the Wronskian (10.58) is the difference between two terms that almost cancel each other.
When required, the tolerance parameter in the adaptive integration routines is decreased to
achieve convergence. Since the orbital frequency is related to the orbital velocity v and to the
semilatus rectum (which for circular orbits is simply p = R0/M) by the relations

v = (MωK)1/3 = p−1/2 , (10.63)
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the energy flux ĖR can also be considered as a function of v or p. In the following we shall
normalize ĖR to the Newtonian quadrupole energy flux

ĖN =
32

5

m2
0

M2
v10 . (10.64)

Then the energy flux emitted in gravitational waves normalized to the Newtonian quadrupole
energy flux is given by

P (v) ≡ ĖR

ĖN
=
∑

lm

5

128π
ϕM2(mωK)2v10|Âlm(mωK)|2 . (10.65)

The normalized energy flux (10.65) can be computed up to v ≤ 1/
√
6 ≃ 0.408, which

corresponds to the innermost stable circular orbit (ISCO) at R0 = 6M . The post-Newtonian
expansion of the energy flux P (v) for particles in circular orbit around Schwarzschild BHs
has been studied by several authors [319, 320, 321]. The instability of circular orbits with
R0 < 6M sets an upper bound on the velocity of the point mass. If the radius of the gravastar
is larger than the ISCO (this typically occurs for µ < 0.1666) the upper limit in v will be
smaller.

From the analytical form of the stress-energy tensor (10.56) it is easy to see that, for each
assigned l, a mode of the star is excited when the orbital frequency satisfies the resonant
condition

mωK = ωQNM , (10.66)

where ωQNM is the QNM frequency. Thus we expect sharp peaks to appear at the values of
v corresponding to the excitation of the gravastar QNMs for different values of the angular
momentum parameter l. This offers an intriguing signature of the absence of event horizons,
since the emitted power for a Schwarzschild BH does not show any peak. In fact one can
easily check that the frequency of the fundamental QNM of a Schwarzschild BH is higher
than the critical value mωK corresponding to a particle at the ISCO [310]. In other words,
Schwarzschild QNMs can only be excited by particles plunging into the BH, while the QNMs
of a gravastar can be excited during the inspiral. In the following Section we will compare the
power emitted by a circular inspiral around a thin-shell gravastar to the power emitted by a
circular inspiral around a Schwarzschild BH.

10.6 Gravitational flux from gravastars and black holes

Thin-shell gravastar models are specified by two parameters: the gravastar compactness µ =
M/a and the sound speed parameter vs that characterizes the EOS on the shell. Thin-shell
gravastars are only one of the several possible models that can be explored (see e.g. [28, 25]) but
we expect the qualitative results of our analysis to apply quite in general. The reason is that
the main difference between gravastars and BHs comes from the different boundary conditions
at the “surface” replacing the BH event horizon, rather than from the specific nature of this
surface. Furthermore, as discussed below, peaks in the energy flux are more sensitive to the
“global” properties of the gravastar (as determined by the compactness parameter µ) than
to the microphysical model determining the matter distribution on the shell (which in our
simplified case reduces to the specification of a value for vs). Our numerical study covers the
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whole range in compactness (0 < µ < 0.5). We mainly focused on the most physical range of
the EOS parameter (0 < v2s < 1) but we also studied the superluminal case (v2s > 1), and we
even allowed for models with v2s < 0 [303].

The gravitational emission of a Schwarzschild BH perturbed by a particle has been studied
analytically and numerically in great detail for both circular and eccentric orbits [322, 323,
324, 319]. Our purpose here is to compare and contrast the energy flux from particles orbiting
Schwarzschild BHs to the energy flux from particles orbiting thin-shell gravastars. For each
value of the gravastar parameters (µ, v2s ) we integrate the perturbations equations (as described
in Section 10.5) for a point-like object of mass m0 moving on a circular orbit of radius R0

with orbital velocity v and we compute the energy flux (10.65). Our numerical work uses
a modified version of the BPT code described in Ref. [314]. The results obtained by the
BPT formalism were verified using an independent code that integrates the Zerilli and Regge-
Wheeler equations. A slight variant of these codes was used to compute the flux from a
particle orbiting Schwarzschild BHs. The results are consistent with Refs. [319, 323] within
an accuracy of about one part in 106 (see Ref. [321] for more details).

From previous results (cf. Fig. 10.1), in the Schwarzschild limit µ→ 0.5 the real part of the
QNM frequency tends to zero and to a very good approximation it is independent of vs. For
example, for µ = 0.49999 and l = 2 we varied v2s in the range [−2, 2] in steps of δvs = 0.1 and
we found that the real part of the modes is a constant within a part in 106 (ωR = 0.235932),
while the imaginary part has tiny variations in the range between ωI = 4.20 × 10−7 and
ωI = 4.17 × 10−7. In order for a QNM to be excited by particles in circular orbits, the QNM
frequency must be small enough to allow for the resonant condition (10.66).
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Figure 10.9: Dominant (l = 2) contribution to the energy flux for very high compactness and
v2s = 0.1 (but when µ ∼ 0.5 resonances are almost independent on v2s). From right to left the
resonant peaks correspond to µ = 0.49997 , 0.49998 , 0.49999 , 0.499995 , 0.499999, respectively.

Figure 10.9 shows the dominant (l = 2) contribution to the energy flux for gravastars with
very high compactness. The frequencies of the lowest QNMs of a Schwarzschild BH are higher
than those of an ultra-compact gravastar, and cannot be excited by particles in stable circular
orbits. For this reason the power emitted by a BH (on the scale of this plot) is roughly constant.
Resonance peaks do appear for gravastars, as expected, when ωQNM = 2ωK. Notice that these
resonances are extremely narrow and they would get even narrower for l > 2. This is because
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Table 10.1: Values of the compactness µ, angular momentum number l, QNM frequency,
orbital velocity v and GW frequency νGW of the circular orbits which would excite the fun-
damental QNM of the gravastar for the given multipole. The Keplerian frequency is given in
mHz and rescaled to a gravastar mass M6 = 106M⊙.

µ l MωQNM v (M6/M)νGW (mHz)

0.49997 2 0.1339 0.4061 4.328
3 0.1508 0.3691 4.873

0.49998 2 0.1276 0.3996 4.123
3 0.1429 0.3625 4.616

0.49999 2 0.1180 0.3893 3.812
3 0.1310 0.3521 4.232

0.499995 2 0.1096 0.3799 3.543

0.499999 2 0.0941 0.3610 3.041

the imaginary part of the excited modes is extremely small (2MωI ∼ 10−7, 10−10 for l = 2 and
l = 3 respectively) in the high-compactness limit µ→ 0.5, leading to a corresponding decrease
in the quality factor of the oscillations. Whether these resonances are actually detectable is an
interesting question for LISA data analysis. The answer depends on dissipative mechanisms
(besides gravitational radiation damping) that could affect the timescale of the oscillations,
especially in the non-linear regime: see e.g. [315, 325] for discussions of this problem in the
context of neutron star binary detection by Earth-based GW interferometers.

Quite interestingly, the gravastars that “try harder” to look like a BH (in the sense that
their shell is closer to the Schwarzschild event horizon) are also those that give away their
identity at smaller angular velocities: the more compact the gravastar, the smaller the peak
frequency in the energy flux. Table 10.1 lists the expected excited modes for different values
of µ corresponding to ultra-compact gravastars.

One may worry that the resonance will eventually get out of the LISA band for gravastars
having µ extremely close to the Schwarzschild value. The following naive argument suggests
that this is not the case. The “thick shell gravastar” model by Mazur and Mottola predicts a
microscopic but finite shell thickness ℓ ∼ √

LPlrS ≃ 3×10−14(M/M⊙)1/2 cm, where LPl is the
Planck scale and rS is the Schwarzschild radius, so that the energy density and pressure in the
shell are far below Planckian and the geometry can still be described reliably by Einstein’s
equations [286]. Our simplified model does not allow for a finite thickness of the shell, and a
microscopic model of finite shells is required for a careful analysis of this problem. However,
for the sake of argument, let us consider ǫ = 1/2−µ → 0 as a “thickness parameter” describing
how far the gravastar shell can be relative to the BH horizon. A power-law fit of the QNMs
of a thin-shell gravastar in the limit ǫ → 0 yields fGW ∼ 3.828 × (ǫ × 10−5)0.1073. The
lower frequency sensitivity limit for LISA is dictated by acceleration noise. Assuming lower
frequency cutoffs of flow = 10−5, 3 × 10−5, 10−4, we find that the peaks will sweep out of
the LISA band when ǫ = 9.6 × 10−48, 2.7 × 10−43, 2.0 × 10−38, respectively. This estimate of
the “minimum measurable deviation from a BH” is admittedly very sensitive to the fitting
function we use and it may change when one considers thick shell gravastars, but it suggests
that LISA has the potential to reveal solid surfaces replacing horizons even when these solid
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surfaces are very close to the location of the Schwarzschild horizon.

0.25 0.30 0.35 0.40
v

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

P
(v

)

µ=0.10
µ=0.15
µ=0.20
µ=0.25
Black hole

0.032 0.036 0.04
MωK

10
-2

10
-1

10
0

10
1

10
2

10
3

Data
Fit

l=2

l=2

l=3

l=6, m=4

l=2

l=3

l=4

l=5

l=6

l=4
l=3, m=1

l=5

l=6

l=3

0.32 0.34 0.36 0.38 0.40
v

1.00

1.05

1.10

1.15

P
(v

)

µ=0.29
µ=0.31
µ=0.33
µ=0.35
µ=0.37
µ=0.49
Black hole

Figure 10.10: Left: The energy flux (summed up to l = 6) of GWs emitted by a small mass
orbiting thin-shell gravastars with v2s = 0.1 and different values of µ (plotted as a function of
the particle orbital velocity v) is compared with the flux for a Schwarzschild BH. All peaks
(with the exception of the last two peaks on the right) are due to the excitation of QNMs with
l = m. Right: same for v2s = 0.1 and selected values of µ ∈ [0.29, 0.49]. No QNMs are excited
in this range.

A relevant question is whether massive horizonless objects which are compact by the
standard of (say) main sequence stars, but “only” as compact as neutron stars, can leave
a signature on the gravitational signal emitted by small, inspiralling compact objects. In
Fig. 10.10 we plot the normalized energy flux P (v) as a function of the orbital velocity for
gravastar models with v2s = 0.1 and compactness in the range 0.1 . µ . 0.49, as well as for
a Schwarzschild BH. The total flux was computed by adding all multipoles (|m| ≤ l) and by
truncating the multipolar expansion at l = 6. As discussed in Refs. [322, 313, 310, 321], a
multipole of order l contributes to the total power as a correction of order p2−l. Roughly
speaking, a truncation at l = 6 produces a relative error (in the non-resonant regime) of order
p−5 = v10 (but see [321] for a more careful discussion of the convergence properties of the
post-Newtonian series). When µ & 0.166 the ISCO is located outside the gravastar and we
plot the energy flux up to the ISCO velocity vISCO ≃ 0.408 (corresponding to R0 = 6M). For
less compact gravastars, plots of the energy flux are truncated at the velocity corresponding
to the location of the shell.

The complex structure of the spectrum for values of µ smaller than about 0.2 is best
understood by considering the real and imaginary parts of the weakly damped QNM frequen-
cies of a gravastar (see Fig. 10.11). For clarity in Fig. 10.11 we only plot weakly damped
QNMs, but our general arguments apply also to the second, “ordinary” family of QNMs. In
particular, from Fig. 10.2 and Fig. 10.6 it should be clear that QNMs will be excited for low
values of the compactness and when µ is very close to the BH value µ = 1/2. Besides these
“ultracompact” modes, only QNMs whose real part lies below the horizontal line in the left
panel (corresponding to twice the ISCO orbital frequency for a particle in circular orbit) can
be excited.

Fig. 10.11 clarifies that the range of µ over which QNMs can be excited depends on vs.
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Figure 10.11: Real part (left) and imaginary part (right) of gravastar QNMs with l = 2 as a
function of compactness for several fixed values of v2s (as indicated in the legend). For clarity
in illustrating the “selection rules” that determine QNM excitation during inspiral we only
show the weakly damped part of the QNM spectrum (compare Fig. 10.2 and Fig. 10.6). For
v2s > 0.8 the real part of the frequency is plotted down to the critical minimum compactness
at which the imaginary part crosses zero within our numerical accuracy. the horizontal line
at 2MωR ≃ 0.2722 corresponds to twice the orbital frequency of a particle in circular orbit at
the ISCO: only QNMs below this line can be excited during a quasi-circular inspiral.

For v2s = 0.1 (the case considered to produce the energy fluxes of Fig. 10.10) QNM frequencies
that can be excited by resonant inspirals only exist for µ . 0.21 (left panel of Fig. 10.10) or
for µ & 0.49997, i.e when the thin shell is extremely close to the location of the BH horizon
(Fig. 10.9). The real part of the corresponding QNM frequency has a local maximum at
µ ≈ 0.15. Correspondingly, the l = 2 QNM peak visible in the energy flux of Fig. 10.10 occurs
later in the inspiral for the µ = 0.15 model than it does for the µ = 0.10 and µ = 0.20 models.

In Fig. 10.10 the l = 2 and l = 3 peaks for µ = 0.20 are well separated in frequency and an
“antiresonance” is visible to the right of the l = 2 resonance. The nature of this antiresonance
can be explained by a simple harmonic oscillator model [314]. In the inset of the left panel of
Fig. 10.10 we plot both the resonance and antiresonance as functions of the Keplerian orbital
frequency of the particle MωK for µ = 0.2 and l = 2 (dashed green line). A fit using the
simple harmonic oscillator model of Ref. [314] (red line) reproduces the qualitative features
of both resonance and antiresonance: in this specific case the fit gives 2MωR ∼ 0.07257 and
2MωI ∼ 2×10−6, while QNM calculations using the resonance method yield 2MωR ∼ 0.07257
and 2MωI ∼ 4× 10−6.

Modes with l > 2 are typically harder to excite because of their higher frequencies and lower
quality factors. However, because of the complex “selection rules” illustrated in Fig. 10.11 for
l = 2, sometimes only resonances with l > 2 will be visible. When v2s = 0.1 and µ > 0.21 only
modes with l > 2 can be excited, and only narrow l = 3 resonances can be seen in Fig. 10.10
when the compactness µ = 0.25 (cf. Fig. 10.12).

When l = 2 the imaginary part of one QNM with v2s = 0.1 crosses zero within our
numerical accuracy at the “critical” compactness µ ≃ 0.21, possibly signaling a (marginal)
nonradial instability of the gravastar, and no QNMs can be excited for 0.21 ≤ µ ≤ 0.49997.
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Figure 10.12: Real part (left) and imaginary part (right) of gravastar QNMs with l = 3 as a
function of compactness for several fixed values of v2s (as indicated in the legend). For clarity
in illustrating the “selection rules” that determine QNM excitation during inspiral we only
show the weakly damped part of the QNM spectrum. In the left panel, the horizontal lines
at 2MωR ≃ 0.1361 (2MωR ≃ 0.4082) correspond to the orbital frequency (or three times the
orbital frequency) of a particle in circular orbit at the ISCO. Perturbations with l = 3,m = 1
can excite the QNMs below the first line, while perturbations with l = m = 3 can excite
QNMs below the second line.

In this compactness range the energy flux emitted by either the gravastar or the BH is mostly
due to the orbital motion and it only depends on the compactness of the central object.
The right panel of Fig. 10.10 shows that the flux emitted by a gravastar approaches the BH
flux “from below” as the compactness increases. For µ ≃ 0.35 the gravastar flux is almost
indistinguishable from the BH flux and for µ > 0.35 a gravastar radiates slightly more than
a BH. This is due to the fact that the emitted power “feels” the contribution of resonances,
which in this case correspond to orbits smaller than the ISCO but do nevertheless contribute
to increase the slope of the curve. A similar trend can be seen in neutron star calculations in
regions of the parameter space where the contribution from resonances is negligible [314].

If gravastars or other horizonless objects have astrophysical reality, the presence or absence
of resonant peaks in the GW flux can provide interesting information on the microscopic prop-
erties of the physical surface replacing the event horizon. Suppose for example that we can
estimate the compactness of a massive object by independent means (e.g. by electromagnetic
observations). Even within our simple thin-shell model, the range in frequency where reso-
nances in the GW emission from EMRIs are allowed changes with v2s . For example, if v2s = 0.1
resonances can exist when µ . 0.21 or µ ∼ 0.5, but if v2s = 0.3 they can exist when µ . 0.1,
0.33 . µ . 0.36 and µ ∼ 0.5. Similar results also hold when l = 3, as shown in Fig. 10.12.
For example, if v2s = 0.1 resonances can exist when µ . 0.27 or µ ∼ 0.5, but if v2s = 0.3
they can exist when µ . 0.2, 0.37 . µ . 0.41 and µ ∼ 0.5. So, in general, the range of µ
where QNM frequencies can be excited by a circular inspiral depend on the value of l. In the
Schwarzschild limit (µ ∼ 0.5) QNM frequencies are excited for any l, but higher–l modes have
a tiny imaginary part (2MωI ∼ 10−10 for l = 3) and they are more difficult to detect than
the dominant (l = 2) modes.
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If an EMRI is detected, the existence of these selection rules (in the form of compactness
regions where resonances can or cannot exist) in principle allows for null tests of the existence
of an event horizon for objects of the given compactness. Similar arguments can presumably
be made for more complex (or contrived) gravastar models.

We can compare the gravitational energy flux shown in Fig. 10.10 with that emitted by
neutron stars of comparable compactness (see for instance Fig. 1 in Ref. [314]). The energy
flux for a thin-shell gravastar with µ = 0.1 is shown in Fig. 10.10 by a red dashed line.
From the peak position we find that the GW frequency for l = 2 is νGW ∼ 1.94 kHz for
M = 0.945M⊙. This is comparable with the value of a polytropic neutron star with the
same mass and compactness, νGW ∼ 1.53 kHz (cf. Model A in Ref. [314]). These frequencies
depend on the equation of state on the shell of the gravastar and in neutron star interior,
respectively. However their range is set by the total mass, so both frequencies lie within the
optimal sensitivity bandwidth of LIGO. Therefore even gravastars which are as compact and
massive as neutron stars can leave a potentially detectable imprint in the LIGO bandwidth.

10.7 Conclusions and outlook

In this chapter we have studied the nonradial perturbations of nonrotating, thin-shell gravas-
tars. It should not be too hard to extend our formalism to the more complex case of five-layer
gravastars of the type originally proposed by Mazur and Mottola (see [25] for a treatment of
the axial case).

A presumably less trivial extension concerns rotating gravastars. Slowly rotating gravas-
tars may be unstable against scalar perturbations because of an exponential growth of the
perturbations due to superradiance, the so-called “ergoregion instability” [291, 294]. An ex-
tension of the present formalism can be used to study nonradial gravitational perturbations
of slowly rotating gravastars and to discuss their ergoregion instability, which is believed to
be stronger for gravitational perturbations [291]. For gravastars this instability is due to su-
perradiant gravitational wave scattering in the ergoregion, so it is essentially the same as the
“w-mode instability” discussed by Kokkotas et al. for ultracompact stars [326]. The main
difference is that gravastars can be more compact than constant-density stars, so we may
expect the instability to be stronger.

Finally, our formalism can be applied to explore nonradial gravitational perturbations of
nonrotating wormholes, where the position of the throat plays a role similar to the thin shell
of a gravastar. Such an analysis could confirm or disprove some conjectures on the similarity
of the QNM spectra of wormholes and BHs [327].

Furthermore we have applied our formalism to shown that gravitational radiation from
EMRIs can be used to tell the presence or absence of an event horizon in a compact, massive
object. More specifically, we have shown that the resonant excitation of the oscillation modes
of a gravastar in the LISA band is a potentially observable signature of the surface replacing
the event horizon. For thin-shell gravastar models there is a range of compactness (e.g.,
µ . 0.21 and µ & 0.49997 for v2s = 0.1) where this resonant scattering can occur.

More detailed data analysis studies (possibly including refined microphysical models of
this “solid surface”) are necessary to determine the detectability of resonant peaks, especially
for ultra-compact gravastars.
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10.8 Appendix: Perturbation equations and matching condi-
tions

In this appendix we develop the formalism to study polar and axial nonradial (linear) oscil-
lations of an object consisting of a thin spherical shell separating two spherically symmetric
regions. Though we are mainly interested in thin-shell gravastars, we shall keep the discussion
as general as possible. We focus on a background metric of the form (10.1), keeping f(r) and
h(r) generic.

The Regge-Wheeler gauge is incompatible with the requirement that the shell’s world
tube sits at a fixed location. We deal with this issue in two steps: (i) we choose a coordinate
system (system A) such that perturbations in both the interior and exterior are in the Regge-
Wheeler gauge; (ii) we write down the equations of motion of mass elements on the shell in this
coordinate system (separately for the interior and the exterior), and try to apply matching
conditions on the boundary of this moving shell. We then transform to a new coordinate
system (system B) in which the shell is fixed, simplifying the matching procedure. System B
is an auxiliary tool for matching: when we consider perturbations of the gravastar induced
(say) by orbiting particles we will mostly use system A, which is the usual Regge-Wheeler
gauge.

Step (i) is a straightforward adaptation of formulas in Section 10.3. In the Regge-Wheeler
gauge, polar perturbations are defined by three functions K, H and H1 for the interior and
exterior, respectively. These functions satisfy an algebraic relation and two coupled ODEs,
which can be used to reduce the problem to a wave equation. This means that we only need two
conditions relating these quantities from the two sides. Similarly, for axial perturbations we
have h0 and h1, which satisfy a coupled wave equation, and again we need only two conditions
connecting the interior and exterior.

Now we go directly to step (ii), and parametrize the shell position as in Eqs. (10.38). Let
us define

t̂ ≡ τ/
√

f(a) , (10.67)

Ḟ ≡ (∂F/∂t̂) =
√

f(a)(∂F/∂τ ) . (10.68)

Note that t̂ is simply a re-scaling of proper time of the mass element, and that f(a) is common
to the interior and exterior, due to the requirement that the induced metric is continuous.
In the absence of perturbations, t̂ coincides with t. Henceforth, we will use (t̂, θ∗, ϕ∗), to
parametrize the mass element. As a consequence, the four-velocity uα of the mass element
(θ∗, ϕ∗) would be as in Eq. (10.39). Imposing that gαβu

αuβ = −1, we actually have to require
that

(1 + 2δṫ)gtt(t̂+ δt, a+ δr, θ∗ + δθ, ϕ∗ + δϕ)

f(a)
= −1 , (10.69)

which, to leading order, is

f ′(a)δr(t̂, θ∗, ϕ∗) + 2f(a)δṫ(t̂, θ∗, ϕ∗)− δRWgtt(t̂, θ∗, ϕ∗) = 0 . (10.70)

Here δRWgtt is the tt-component of the metric perturbation in the Regge-Wheeler gauge.

We will now carry out a gauge transformation, both in the exterior and in the interior,
which maps the shell to a fixed sphere. As explained in the main text, for any general gauge
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transformation x̄ᾱ = xα − ξα(xµ) we have

gαβ(x
µ) = ḡµν(x̄

ρ)

(

∂x̄µ

∂xα

)(

∂x̄ν

∂xβ

)

=
[

ḡαβ − ḡανξ
ν
,β − ḡµβξ

µ
,α

]

x̄ρ , (10.71)

where we have ignored terms of second order in ξµ. Noting that

gαβ(x
µ) = gαβ(x̄

µ + ξµ) , (10.72)

we obtain Eq. (10.40). This is the desired form, because we want to use ξµ to transform to
a coordinate system x̄µ where mass elements on the shell are fixed in spatial location and
move uniformly in the time direction: i.e, for mass elements on the shell, x̄µ = (t̂, a, θ∗, ϕ∗).
Then Israel’s junction conditions will be applied to the Regge-Wheeler metric evaluated at a
fixed coordinate location (t̂, a, θ∗, ϕ∗), and in terms of the transformation generators (which
are related to the motion of the shell in the Regge-Wheeler gauge).

Let us make four consecutive transformations

ξα(0) = [−f−1(r)y(t)Ylm, 0, 0, 0] ,

ξα(1) = [0, h(r)z(t)Ylm, 0, 0] ,

ξα(2) =

[

0, 0,
w(t)

r2
Ylm,θ,

w(t)

r2 sin2 θ
Ylm,ϕ

]

,

ξα(3) =

[

0, 0,
x(t)

r2 sin θ
Ylm,ϕ,−

x(t)

r2 sin θ
Ylm,θ

]

,

or, by lowering indices,

ξ(0)α = [y(t)Ylm, 0, 0, 0] ,

ξ(1)α = [0, z(t)Ylm, 0, 0] ,

ξ(2)α =
[

0, 0, w(t)Ylm|θ , w(t)Ylm|ϕ
]

,

ξ(3)α =
[

0, 0, x(t)ǫθϕYlm
|ϕ, x(t)ǫϕθYlm

|θ
]

.

where the covariant derivative | is defined with respect to the 2–dimensional metric

Gab = dθ2 + sin2 θdϕ2 . (10.73)

We impose that, when evaluated at (t, r, θ, ϕ) = (t̂, a, θ∗, ϕ∗), the vector ξα coincides with
(δt, δr, δθ, δϕ), so that in the new coordinate system Eqs. (10.41) will be valid. Such a trans-
formation leads to the following changes in the metric components:

δ(0)gµν =











2ẏ − f ′

f y y∂θ y∂ϕ
∗
∗
∗











Ylm , (10.74)

δ(1)gµν =









−f ′hz ż

∗ h′
h z z∂θ z∂ϕ
∗ 2rhz
∗ 2rhz sin2 θ









Ylm , (10.75)

173



10.8 Appendix: Perturbation equations and matching conditions

which are purely polar perturbations;

δ(2)gµν =









ẇYlm,θ ẇYlm,ϕ

−2w
r Ylm,θ −2w

r Ylm,ϕ

∗ ∗ 2wYlm|θθ 2wYlm|θϕ
∗ ∗ ∗ 2wYlm|ϕϕ









, (10.76)

which are also polar perturbations, and finally

δ(3)gµν =









ẋǫθϕYlm
|ϕ ẋǫϕθYlm

|θ

−2x
r ǫθϕYlm

|ϕ −2x
r ǫϕθYlm

|θ

∗ ∗ xφθθ xφθϕ
∗ ∗ xφϕθ xφϕϕ









, (10.77)

which are axial perturbations. Here we have defined

φmn = ǫm
aYlm|na + ǫn

aYlm|ma , (10.78)

where m, n and a run through θ and ϕ. Here ǫab is again defined with respect to the metric
(10.73), so that

ǫθϕ = −ǫϕθ = sin θ . (10.79)

In terms of y and z, the normalization of the 4–velocity would be written as

0 = −f ′(a)h(a)z(t̂) + f(a)H(t̂, a)− 2f(a)[−f−1(a)ẏ(t̂)]

= −f ′(a)h(a)z(t̂) + f(a)H(t̂, a) + 2ẏ(t̂) .

Here we note again that f+ = f−. In this new coordinate system the metric is given by
Eq. (10.42), where

δgαβ = δ(1)gαβ + δ(2)gαβ + δ(3)gαβ ,

We are now in a position to match metric components along the shell, which simply sits
at (t̂, a, θ∗, ϕ∗). Of course, all of the matching conditions will be expressed in terms of the
Regge-Wheeler metric perturbations, and the motion of the shell in the (internal and external)
Regge-Wheeler gauges. In the θ and ϕ directions, we have

x+(t̂) = x−(t̂), (10.80)

w+(t̂) = w−(t̂) , (10.81)

2h+(a)z+(t̂) + aK+(t̂, a) = 2h−(t̂)z−(t̂) + aK−(t̂, a) .

(10.82)

In the tθ and tϕ directions we have, in addition,

y+(t̂) = y−(t̂) , h0+(t̂, a) = h0−(t̂, a) . (10.83)

while in tt direction the matching condition is automatically satisfied, with

ḡtt(t̂, a, θ∗, ϕ∗) = −f(a) , (10.84)
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accurate up to first order in the perturbations. This is a consistency check, since we have
imposed that the four-velocity of mass elements on the shell is

uα = (1/
√

f(a), 0, 0, 0) , (10.85)

which should have a norm of −1. In simplified form, we have

[[x]] = [[w]] = [[y]] = [[h0]] = [[2hz + aK]] = [[2ẏ + fH − f ′hz]] = 0 . (10.86)

The symbol “[[ ...]]”, as defined by Eq. (10.5), gives the jump of any given quantity across the
shell.

The four-velocity of mass elements on the shell is given by Eq. (10.85). The surface stress-
energy tensor of the shell is

Sjk = [Σ−Θ+ (δΣ − δΘ)Ylm]ujuk − [Θ + δΘYlm]γjk , (10.87)

where j and k go through t, θ and ϕ. Now let us try to evaluate the extrinsic curvature of the
shell at the location (t̂, a, θ∗, ϕ∗). First of all, we note that

nα = (0, 1, 0, 0)/
√
ḡrr ,

and the extrinsic curvature is

Kij = −∇inj = −nj,i + Γµ
jinµ ,

where i, j run through t , θ , ϕ. Since nα only has a nonzero r-component the first term vanishes,
and we obtain

Kij =
1√
ḡrr

Γr
ij .

From the static configuration of the star, it is easy to obtain that

‖Sjk‖ =





Σf(a)
−a2Θ

−a2Θsin2 θ



 ,

‖K̄jk‖ = a
√

h(a)









−2f
a2

[

1 + af ′

2f

]

[

1 + af ′

2f

]

sin2 θ









,

where j , k = t , θ , ϕ. From this we have relations (10.9) for static gravastars.

Now let us focus on first-order quantities. The tensors Sjk andKjk can each be decomposed
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into six terms: for example,

Sjk =





S(1)

S(2)

S(2) sin2 θ



Ylm

+ S(3)





∂θ ∂ϕ
∂θ
∂ϕ



Ylm

+ S(4)





csc θ∂ϕ − sin θ∂θ
csc θ∂ϕ
− sin θ∂θ



Ylm

+ S(5)





0
Y|θθ Y|θϕ
Y|ϕθ Y|ϕϕ





+ S(6)





0
φθθ φθϕ
φϕθ φϕϕ



 . (10.88)

We have

S(1) = fδΣ+ [(Θ − 2Σ)(fH − hzf ′ + 2ẏ)] , (10.89)

S(2) = −a(aKΘ+ 2hzΘ + aδΘ) , (10.90)

S(3) = −Σ(y + ẇ) , (10.91)

S(4) = Σ(h0 − ẋ) , (10.92)

S(5) = −2Θw , (10.93)

S(6) = −Θx , (10.94)

and

K̄(1) =
f
√
h

a
(H − aK ′) + f

√
hz
λL + 2h− ah′

a2
, (10.95)

K̄(2) =
a2
√
h

2

{

K ′ −H ′ +
2(Ḣ1 + z̈)

f
+

(

1 +
af ′

2f

)

2K −H

a
+

+

[

2(h − λL)

a2
+

2f ′h+ fh′

af
+
ff ′h′ − 2(f ′)2h+ 2hff ′′

2f2

]

z

}

, (10.96)

K̄(3) =

√
h

a

[

aH1

2
+ 2y + aż +

(

1 +
af ′

2f

)

ẇ

]

, (10.97)

K̄(4) =
√
h

[

ẋ− 2h0
a

(

1 +
af ′

2f

)

+
h′0 − ḣ1

2

]

, (10.98)

K̄(5) =
2
√
h

a

[

az

2
+ w

(

1 +
af ′

2f

)]

, (10.99)

K̄(6) =
√
h

[

−h1
2

+
x

a

(

1 +
af ′

2f

)]

, (10.100)
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where λL = −l(l + 1). Here K̄(4) and K̄(6) are axial quantities. The junction condition on
K̄(6) yield

[[√
hh1

]]

= 0, (10.101)

which together with [[h0]] = 0 completes the junction conditions for axial perturbations (the
junction condition on K̄(4) yields an equation of motion for the variable x). For polar quan-
tities, from [[K̄(5)]] = 8πS(5) we have

[[
√
hz]] = 0 . (10.102)

Then matching [[K̄(3)]] = 8πS(3) gives us an equation of motion for w, while matching
[[K̄(1,2)]] = 8πS(1,2) yields

[[√
h

(

H

a
−K ′

)]]

+

[[

2h

a2
− h′

a

]]√
hz = 8πδΣ , (10.103)

[[√
h

(

K ′ −H ′ +
2Ḣ1

f

)

]]

−
[[√

h

(

1 +
af ′

2f

)

H

a

]]

+

[[

h′

a
− 2h

a2
+
f ′′h
f

− f ′h′

2f

]]√
hz =

= −16πδΘ . (10.104)

The remaining equations are

[[K]] = −2[[
√
h]]

√
hz/a = 8πΣ

√
hz , (10.105)

[[H]] =

[[

f ′
√
h

f

]]√
hz = 8π(Σ − 2Θ)

√
hz , (10.106)

δΘ = −v2δΣ , (10.107)

where v is defined as in Eq. (10.47).
The formalism described above is more general than we need for a static thin-shell gravas-

tar. It can easily be adapted to more general horizonless space-times and to static wormholes.
For the Mazur-Mottolla gravastar, we have:

Σ = 0 , Θ = − [[f ′]]

16π
√

f(a)
,

[[f ]] = 0 = [[f ′′]] , [[f ′]] =
6M

a2
, [[f ′2]] = −12M2

a4
.

Using the equations of Sec. 10.3.1 above together with these junction conditions we obtain
continuity conditions for the shell position, [[x]] = [[y]] = [[w]] = [[z]] = 0, and the match-
ing conditions for the axial and polar perturbations functions presented in the main text
[Eqs. (10.43), (10.44), (10.45) and (10.46)].

10.9 Appendix: The continued fraction method

Our numerical search for the QNMs of gravastars is based on the continued fraction method,
as modified in [301, 304]. The QNMs of an oscillating gravastar are solutions of Eqs. (10.21)
and (10.27) satisfying the boundary conditions imposed by physical requirements: Ψ should
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be regular at the origin, have the behavior of a purely outgoing wave at infinity and satisfy
the junction conditions discussed in Section 10.3.3. The QNM frequencies are the (complex)
frequencies ω = ωR + iωR for which these requirements are satisfied.

The numerical determination of the QNM frequencies is nontrivial, especially for modes
with large imaginary parts (strongly damped modes). The reason is simple to understand.
Solutions of Eq. (10.27) representing outgoing and ingoing waves at infinity have the asymp-
totic behavior Ψout ∼ er∗/τ and Ψin ∼ e−r∗/τ as r∗ → ∞, where τ = 1/ωI is the damping time.
Therefore, identifying by numerical integration the purely outgoing solutions (that is, those
solutions for which Ψin is zero) becomes increasingly difficult as the damping of the mode
increases. The same problem occurs also in the case of QNMs of BHs, and was solved by
Leaver [328]. Leaver found a continued fraction relation that can be regarded as an implicit
equation which identifies the quasinormal frequencies, thus circumventing the need to perform
an integration out to large values of r∗. This method was subsequently adapted to the polar
and axial oscillations of a star [301, 304]. The Regge-Wheeler equation, which describes the
perturbed space-time outside the gravastar, becomes

d2Ψ

dr2∗
+
[

ω2 − Vout
]

Ψ = 0 , (10.108)

with

Vout =

(

1− 2M

r

)(

l(l + 1)

r2
− 6M

r3

)

(10.109)

and the tortoise coordinate r∗ = r + 2M ln(r/2M − 1). We shall now write the solution of
the Regge-Wheeler equation in a power-series form as follows. Defining z ≡ 1 −R2/r, where
r = R2 is some point outside the shell of the gravastar, and introducing a function φ(z),
related to Ψ(r) by:

Ψ(r) = (r − 2M)−i2Mωe−iωrφ(z) ≡ χ(r)φ(z) , (10.110)

one finds that φ satisfies the differential equation:

(c0 + c1z + c2z
2 + c3z

3)
d2φ

dz2
+ (d0 + d1z + d2z

2)
dφ

dz
+ (e0 + e1z)φ = 0 . (10.111)

The constants depend only on ω, l and R2 through the relations:

c0 = 1− 2M

R2
, c1 =

6M

R2
− 2 , c2 = 1− 6M

R2
, c3 =

2M

R2
,

d0 = −2iωR2 +
6M

R2
− 2 , d1 = 2

(

1− 6M

R2

)

, d2 =
6M

R2
,

e0 =
6M

R2
− l(l + 1) , e1 = −6M

R2
.

Let us now perform a power-series expansion of φ(z):

φ(z) =

∞
∑

n=0

anz
n . (10.112)

By substituting this expression in Eq. (10.111), the expansion coefficients an are found to
satisfy a four-term recurrence relation of the form:

α1a2 + β1a1 + γ1a0 = 0 , n = 1 , (10.113)

αnan+1 + βnan + γnan−1 + δnan−2 = 0 , n ≥ 2 ,
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where:

αn = n(n+ 1)c0 , n ≥ 1 , (10.114)

βn = (n− 1)nc1 + nd0 , n ≥ 1 ,

γn = (n − 2)(n − 1)c2 + (n− 1)d1 + e0 , n ≥ 1 ,

δn = (n− 3)(n − 2)c3 + (n− 2)d2 + e1 , n ≥ 2 .

The coefficient a0 is a normalization constant, and it is irrelevant from the point of view of
imposing outgoing-wave boundary conditions. The ratio a1/a0 can simply be determined by
imposing the continuity of Ψ and Ψ′ at r = R2, since from Eq. (10.110) it follows that:

a0 = φ|z=0 =
Ψ(R2)

χ(R2)
, (10.115)

a1
a0

=
R2

Ψ(R2)

[

Ψ′(R2) +
iωR2

R2 − 2M
Ψ(R2)

]

. (10.116)

In the axial case, the values of Ψ(R2) and Ψ′(R2) can be obtained by the taking the interior
solution (10.22) at r = a− and applying the junction conditions (10.43) to determine the
wavefunction in the exterior, i.e, at r = a+. From then onwards, we can numerically integrate
the Regge-Wheeler equation (10.27) up to r = R2. The remaining coefficients can then be
determined by recursion from Eq. (10.113). In the polar case we proceed in a similar way:
we obtain the Zerilli function Zout and its derivative at r = a+ by imposing the matching
conditions (10.44)–(10.46). Then we use Eq. (10.38) to obtain the corresponding Regge-
Wheeler function at r = a+, integrate forwards to find a0 and a1, and finally obtain the
remaining coefficients by recursion.

To apply the continued fraction technique, it is easier to consider three-term recurrence
relations. Leaver has shown that the four-term recurrence relation (10.113) can be reduced to
a three-term recurrence relation by a gaussian elimination step [329]. Define:

β̂0 =
a1
a0
, α̂0 = −1 , (10.117)

where a1/a0 is obtained numerically from Eq. (10.116). Now set:

α̂n = αn , β̂n = βn , (n = 0, 1) ,

γ̂n = γn , (n = 1) , (10.118)

and for n ≥ 2:

α̂n = αn , β̂n = βn − α̂n−1δn
γ̂n−1

,

γ̂n = γn − β̂n−1δn
γ̂n−1

, δ̂n = 0 . (10.119)

By this gaussian elimination, Eq. (10.113) reduces to:

α̂nan+1 + β̂nan + γ̂nan−1 = 0 . (10.120)
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The elimination step is not as trivial as it may seem, because in the process one of the three
independent solutions to Eq. (10.113) is lost. It can be shown that this solution is not relevant
for our purposes [301].

We now turn to investigating the asymptotic behavior of the coefficients an in the expansion
(10.112). Let us make the ansatz:

lim
n→∞

an+1

an
= 1 +

h

n1/2
+
k

n
+ . . . (10.121)

Dividing Eq. (10.113) by n2an, keeping terms up to ∼ n−3/2 and equating to zero the various
terms in the expansion in powers of n−1/2 we find the relations:

c0 + c1 + c2 + c3 = 0 , (10.122)

2c0 + c1 − c3 = 0 ,

h2 = 2iωR2 ,

k = −3

4
+ iω(R2 + 2M) .

The first two of these equations are identities. Substituting the second pair of equations in
Eq. (10.121) we get:

lim
n→∞

an = n−3/4+iω(R2+2M)e±2
√
2iωR2n . (10.123)

According to a definition given by Gautschi [330], the solution of Eq. (10.121) corresponding to
the plus sign in Eq. (10.123) is said to be dominant, whereas that corresponding to the minus
sign is said to be minimal [330]. If we select the minimal solution the expansion (10.112)
is absolutely and uniformly convergent outside the star, provided that we choose R2 such
that R2/2 < a < R2 and R2 > 2. Furthermore, according to Eq. (10.110), the solution to
Eq. (10.108) behaves as a pure outgoing wave at infinity, i.e it is the a QNM wavefunction.
Thus, the key point is to identify the minimal solutions of Eq. (10.121). According to a
theorem due to Pincherle [330], if Eq. (10.121) has a minimal solution then the following
continued fraction relation holds:

a1
a0

=
−γ̂1
β̂1−

α̂1γ̂2

β̂2−
α̂2γ̂3

β̂3−
. . . (10.124)

where the continued fraction on the RHS is convergent and completely determined since
the coefficients α̂n, β̂n and γ̂n, defined in Eqs. (10.118),(10.119) are known functions of ω.
Moreover, from Eqs. (10.116) and (10.117) it is apparent that the dependence on the stellar
model is all contained in the ratio a1/a0. Keeping in mind the definitions (10.117), Eq. (10.124)
can be recast in the form:

0 = f0(ω) = β̂0 −
α̂0γ̂1

β̂1−
α̂1γ̂2

β̂2−
α̂2γ̂3

β̂3−
. . . (10.125)

Using the inversion properties of continued fractions [331], the latter equation can be inverted
n times to yield:

0 = fn(ω) = β̂n − α̂n−1γ̂n

β̂n−1−
α̂n−2γ̂n−1

β̂n−2−
...
α̂0γ̂1

β̂0
− α̂nγ̂n+1

β̂n+1−
α̂n+1γ̂n+2

β̂n+2−
α̂n+2γ̂n+3

β̂n+3−
... (10.126)
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for n = 1, 2, .... These n conditions are analytically equivalent to Eq. (10.125). However, since
the functions fn(ω) have different convergence properties, each of them is best suited to find
the quasinormal frequencies in a given region of the complex ω plane. This is the main reason
for the accuracy and flexibility of the continued fraction technique.

10.10 Appendix: High-compactness limit

To investigate the behavior at the surface of the gravastar in the high-compactness limit, we
use the z → 1− z transformation law for the hypergeometric function [300],

F (a, b, c, z) = (1−z)c−a−bΓ(c)Γ(a+ b− c)

Γ(a)Γ(b)

×F (c−a, c−b, c−a−b+1, 1−z) + Γ(c)Γ(c − a− b)

Γ(c− a)Γ(c− b)
F (a, b,−c+a+b+1, 1−z) .

Using Eq. (10.22) in the limit when C → 1 and r → a we get

Ψ ≈
[

2(a− r)

a

]iMω Γ(l + 3
2 )Γ(−i2Mω)

Γ(2+l−i2Mω
2 )Γ(1+l−i2Mω

2 )
+

[

2(a− r)

a

]−iMω Γ(l + 3
2)Γ(i2Mω)

Γ(1+l+i2Mω
2 )Γ(2+l+i2Mω

2 )
.

(10.127)
Within our conventions the first term is in-going, while the second term is out-going near the
surface. So it is clear that in this regime both in- and out-going modes are present, and QNMs
do not reduce to the Schwarzschild QNMs (which require only in-going waves). Furthermore,
we can clearly see that in-going and out-going waves always have the same magnitude: the
gravastar appears like a reflecting object, as suggested by [332]. Because this reflection happens
in a polar coordinate system, it can simply be interpreted as due to the fact that waves going
into a lossless gravastar will re-emerge without loss. Nevertheless, such a behavior already
supports the conclusions of Ref. [291, 292], which showed that (for scalar fields) the ergoregion
instability is more effective when the surface of the compact objects behaves like a “perfect
mirror” in this sense.

It is easy to show that in the high-compactness limit

Ψ′(a−) =
iω a

a− 2M
Ψ(a−) . (10.128)

Solving for the metric quantities we find, up to dominant terms in a− 2M ,

K(a−) =
l(l + 1) + 2iaω

2a
Ψ(a−) , (10.129)

K ′(a−) = −ω−il(l + 1) + 2ωa

2(a− 2M)
Ψ(a−) , (10.130)

H1(a−) = −ω a(ω a− i)

a− 2M
Ψ(a−) , (10.131)

H ′
1(a−) = −ω(ω a− i)(4M + iωa2)

(a− 2M)2
Ψ(a−) , (10.132)

H0(a−) = −ω a(ω a− i)

a− 2M
Ψ(a−) , (10.133)

H ′
0(a−) = −ω(ω a− 2i)(2M + iωa2)

(a− 2M)2
Ψ(a−) . (10.134)
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In the exterior we get

K(a+) =
l(l + 1) + 2iaω

2a
Ψ(a−) , (10.135)

K ′(a+) = −ω−il(l + 1) + 4ωa

2(a− 2M)
Ψ(a−) , (10.136)

H1(a+) = −ωM(i+ 4Mω)

a− 2M
Ψ(a−) , (10.137)

H ′
1(a+) = −Mω(2Mω + i)(1 − 4iMω)

(a− 2M)2
Ψ(a−), (10.138)

H0(a+) = −Mω(i+ 4Mω)

a− 2M
Ψ(a−) , (10.139)

H ′
0(a+) = H ′

1(a+) . (10.140)

Notice that, even though H1 is not continuous at r = a, the Zerilli function is. Indeed, we get

Zout(a+) = Ψ(a−) , Ψ(a−) = Ψ(a+) . (10.141)

Thus, we conclude that in the high-compactness limit, the master wavefunction for polar
perturbations is continuous across the shell. A trivial extension of the known Schwarzschild
results then shows that polar and axial perturbations are isospectral for large compactness, i.e,
when a→ 2M and µ→ 1/2.
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Chapter 11

Gravitational instability of
superspinars

Superspinars are ultracompact objects whose mass M and angular momentum J vio-
late the Kerr bound (cJ/GM2 > 1). Recent studies analyzed the observable consequences
of gravitational lensing and accretion around superspinars in astrophysical scenarios. In
this chapter we investigate the dynamical stability of superspinars to gravitational pertur-
bations, considering either purely reflecting or perfectly absorbing boundary conditions at
the “surface” of the superspinar. We find that these objects are unstable independently of
the boundary conditions, and that the instability is strongest for relatively small values of
the spin. Also, we give a physical interpretation of the various instabilities that we find.
Our results (together with the well-known fact that accretion tends to spin superspinars
down) imply that superspinars are very unlikely astrophysical alternatives to black holes.
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11.1 Introduction

Superspinars are vacuum solutions of the gravitational field equations whose mass M and
angular momentum J = aM violate the Kerr bound, i.e. a > M (here and elsewhere in
this chapter we use geometrical units: G = c = 1). These geometries could result from
high-energy corrections to Einstein’s theory of gravity, such as those that would be present
in string-inspired models [29]. String-inspired corrections may require a modification of the
metric (or some sort of “excision”) in a small region surrounding the curvature singularity at
the origin, in such a way as to “dress” the singularity. While stable stars with a > M are in
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principle allowed in general relativitya, superspinars have been proposed as an alternative to
black holes (BHs), and they are therefore imagined to have a compactness comparable to that
of extremal rotating Kerr BHs and to exist in any mass range. Therefore, the observation
of rapidly spinning ultracompact objects could potentially reveal or rule out the existence of
superspinars.

One argument against the existence of superspinars was put forward in Ref. [292]. There,
the authors constructed a toy model for a superspinar by assuming that the external surface
of the superspinar can be modeled as a perfect mirror, i.e. that the reflection coefficient
R = 1 for waves incident on the superspinar. In this case superspinars are destabilized by
superradiant effects, i.e. by the ergoregion instability first discussed by Friedman, Schutz
and Comins [288, 245]. The ergoregion instability occurs on a dynamical timescale, posing a
serious challenge to the existence of these objects in nature. However, a perfectly reflecting
surface may be an unrealistic assumption. In general we would expect a frequency-dependent
reflection coefficient R(ω), and correspondingly a frequency-dependent transmission coefficient
T (ω) = 1−R(ω). The exact form of R(ω) depends on the specific model, but unfortunately
no exact solutions describing four-dimensional superspinars are known.

A different instability was recently discussed by Dotti et al. [338, 339]. These authors
studied perturbations of a Kerr solution with a/M > 1 (i.e., unlike Ref. [292], they considered
an actual naked singularity). They cast the linearized perturbation equations in the form
of a self-adjoint operator and analyzed the discrete spectrum of this operator, proving the
existence of an infinite number of unstable modes [339].

Here we generalize the stability analyses of Refs. [292] and [339] focusing on a superspinar
model obtained by considering the Kerr solution with a > M . Besides extending the study
of Ref. [292], we also impose an alternative (and perhaps more physical) prescription for the
external surface of a four-dimensional superspinar. We assume that a perfectly absorbing
surface (a “stringy horizon”) is created by high-energy effects at some radius r = r0, and we
impose that the reflection coefficient R(ω) ≡ 0 at that radius. These purely ingoing boundary
conditions at r = r0 are designed to make superspinars as stable as possible against the
ergoregion instability of Ref. [292]. This instability occurs because, when the boundary at
r = r0 is purely reflecting, the negative-energy modes which exist in the ergoregion can only
leak to spatial infinity by tunneling through a potential barrier. Modes propagating outside the
ergoregion have positive energies. This results in the negative energy of the ergoregion modes
to decrease indefinitely, so that their amplitude becomes unbound, triggering an instability.
By imposing purely ingoing boundary conditions at r = r0, we basically allow the negative
energy trapped in the ergoregion to “fall down a sink”; this could quench the instability to
some extent. A similar quenching occurs for Kerr BHs with a ≤ M , the role of the sink
being played by the BH horizon. Clearly, if the reflection coefficient 0 < R(ω) < 1 the
quenching would be less efficient. Therefore we conjecture that if superspinars are unstable
when R(ω) ≡ 0, it should be impossible to stabilize them using any other choice of boundary
conditions.

In this chapter we analyze the stability of superspinars by imposing either perfectly ab-
sorbing (R(ω) ≡ 0) or perfectly reflecting (R(ω) ≡ 1) boundary conditions at some arbitrary

aTypical equations of state usually lead to stars with a/M . 0.7 [333, 334] that can be treated within a
slow-rotation approximation [335]. However, stable, differentially rotating polytropic stars with a/M ≈ 1.1 can
be produced (e.g.) with the Whisky code [336, 337]. Also, note that the Kerr bound can be easily violated by
non-compact objects such as the Earth (M/R ∼ 7× 10−10), which has J/M2

∼ 103.

184



Chapter 11. Gravitational instabilities of superspinars

radius r = r0. We find that, quite independently of r0 and of the chosen boundary conditions,
superspinars are unstable to linearized gravitational perturbations. For purely ingoing bound-
ary conditions the instability is slightly weaker than in the perfectly reflecting case, but it still
occurs on a dynamical timescale τ ∼M , i.e. τ ∼ 5× 10−6 s for an object with M =M⊙ and
τ ∼ 5 s for a supermassive object with M ∼ 106M⊙. We also show that this result is valid for
a wide class of theories of gravity. Our findings undermine several claims made in the litera-
ture that superspinars might be detected because the shadow they cast due to gravitational
lensing [340, 341] or their accretion properties [29, 342, 343, 344, 345, 346] are different from
Kerr BHs with a < M . While this is true, superspinars are plagued by multiple gravitational
instabilities, and therefore they are unlikely to be astrophysically viable BH candidates.

11.2 A simple model of superspinar in four dimensions

Following Gimon and Horava [29], we model a superspinar of massM and angular momentum
J = aM by the Kerr geometry

ds2Kerr = −
(

1− 2Mr

Σ

)

dt2 +
Σ

∆
dr2 − 4Mr

Σ
a sin2 θdφdt

+ Σdθ2 +

[

(r2 + a2) sin2 θ +
2Mr

Σ
a2 sin4 θ

]

dφ2

(11.1)

where Σ = r2+a2 cos2 θ and ∆ = r2+a2−2Mr. Unlike Kerr BHs, superspinars have a/M > 1
and no horizon. Since the domain of interest is −∞ < r < +∞, the spacetime possesses naked
singularities and closed timelike curves in regions where gφφ < 0 (see e.g. [347]).

We study linear perturbations around the Kerr metric (11.1). Using the Kinnersley
tetrad and Boyer-Lindquist coordinates, it is possible to separate the angular and radial vari-
ables [348]. Small perturbations of a spin-s field are then reduced to the radial and angular
master equations

∆−s d

dr

(

∆s+1dRlm

dr

)

+

[

K2 − 2is(r −M)K

∆
+ 4isωr − λ

]

Rlm = 0 , (11.2)

[

(1− x2)sSlm,x

]

,x
+

[

(aωx)2 − 2aωsx+ s+ sAlm − (m+ sx)2

1− x2

]

sSlm = 0 , (11.3)

where x ≡ cos θ, K = (r2 + a2)ω − am and the separation constants λ and sAlm are related
by

λ ≡ sAlm + a2ω2 − 2amω . (11.4)

The equations above describe scalar, electromagnetic and gravitational perturbations when
s = 0, ±1, ±2 respectively. The oscillation frequencies of the modes can be found from the
canonical form of Eq. (11.2). Switching to a “tortoise coordinate” r∗ defined by the condition
dr∗/dr = (r2 + a2)/∆, we get

d2Y

dr2∗
+ V Y = 0 , (11.5)
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where

Y = ∆s/2(r2 + a2)1/2R ,

V =
K2 − 2is(r −M)K +∆(4irωs− λ)

(r2 + a2)2
−G2 − dG

dr∗
,

and G = s(r −M)/(r2 + a2) + r∆(r2 + a2)−2. The eigenvalues sAlm in Eq. (11.4) can be
expanded in a power series in the parameter aω as [349]

sAlm =
∑

n=0

f
(n)
slm(aω)n . (11.6)

The absence of ingoing waves at infinity implies [350]

Y ∼ r−seiωr∗ , r → ∞ . (11.7)

The boundary conditions at r = r0 are crucial. Ref. [292] assumed a perfect mirror at
r = r0, i.e. Y (r0) = 0. If instead we assume the existence of some “stringy horizon” at r0, we
must impose purely ingoing waves as r → r0. Since for a > M the potential V is regular at
any r = r0 (including also r0/M = 0), we can write

V (r) ∼ V (r0) +O(r − r0) . (11.8)

By expanding Eq. (11.5) in series around r = r0 we find that the general solution is a super-
position of ingoing and outgoing waves:

Y ∼ Ae−ikr∗ +Beikr∗ +O(r∗ − r∗(r0))
3 , k2 = V (r0) , (11.9)

where the sign of k is chosen to recover the well-known boundary condition for a wave-function
in an extreme Kerr background (a → M and r0 → M): k = ω −mΩ, where Ω = 1/(2M) is
the angular velocity of an extreme Kerr black hole. Purely ingoing boundary conditions at
the stringy horizon imply B = 0 in Eq. (11.9) or, equivalently,

dY

dr∗
= −ikY , r → r0 . (11.10)

This is the condition we impose in our numerical code.

For each ω, we integrate Eq. (11.5) numerically inward, starting at some large radius
(typically r∞ = 400M) where we impose the asymptotic behavior (11.7). Our results are
robust to variations of r∞ in a reasonable range. We stop the numerical integration at r = r0,
where the value of the field Y (ω, r0) is extracted. Finally, we repeat the integration for different
values of ω until the desired boundary condition (either Y (ω, r0) = 0 or Eq. (11.10)) at r = r0
is satisfied, typically to within an accuracy of 10−10.

In our numerical computations we make use of the series expansion (11.6), truncated at
fourth order. When |aω| < 1, the series expansion is a very good approximation of the exact
eigenvalues. However, in some cases (i.e. when |aω| & 1), instead of the series expansion we
have used exact numerical values of sAlm obtained by solving Eq. (11.3) with the continued
fraction method [9].
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Chapter 11. Gravitational instabilities of superspinars

We focus on the most relevant gravitational perturbations, described by the Teukolsky
equation with s = 2. To compute unstable modes we also make use of the symmetry [328, 9]

m→ −m, ω → −ω∗ , sAlm → sA
∗
l−m . (11.11)

In practice, this symmetry means that modes with azimuthal number −m can be obtained
from those with azimuthal number m by changing the sign of the real part of the frequency.
Therefore we focus on modes with Re[ω] = ωR > 0 only.
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Figure 11.1: Top: Real (left) and imaginary part (right) of unstable gravitational modes of a
superspinar as a function of the spin parameter, a/M , for l = m = 2 and several fixed values
of r0. Bottom: Real (left) and imaginary part (right) of unstable gravitational modes of a
superspinar as a function of the mirror location, r0/M , for l = m = 2 and different fixed
values of the spin parameter. Large dots indicate purely imaginary modes.

11.3 Perfect mirror

11.3.1 Unstable modes with l = m = 2

Let us start by reviewing and extending the results of Ref. [292], which first found that
superspinars with a perfectly reflecting surface are unstable due to the ergoregion instability.
In the top panel of Fig. 11.1 we show unstable frequencies for s = l = m = 2 as a function
of the spin parameter a/M for selected values of r0/M . We see that the instability (signalled
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11.3 Perfect mirror

by a positive imaginary part ωI for the frequency) is always strong, i.e. it always occurs on
a short timescale τ ≡ 1/ωI ∼ 10M ∼ 5 × 10−5(M/M⊙) s, at least when a . 2.2M . It is
interesting to note that the instability is also effective for r0 = M and a = M + ǫ, i.e. for
an object as compact as an extremal Kerr BH with a rotation parameter that only slightly
violates the Kerr bound. This is also illustrated in Table 11.1.

Table 11.1: Unstable gravitational (s = 2) frequencies with l = m = 2 for a superspinar with
a perfect reflecting surface (R = 1) and with a “stringy event horizon” (R = 0) at r = r0.
All modes in this table have been computed using numerical values of sAlm obtained via the
continued fraction method [9].

(ωRM ,ωIM), R = 1 (ωRM ,ωIM), R = 0
r0/M a = 1.1M a = 1.01M a = 1.001M a = 1.1M a = 1.01M a = 1.001M
0.01 (0.5690 , 0.1085) (0.9744, , 0.0431) (0.9810 , 0.0097) (0.5002 , 0.0173) (0.9498 , 0.0062) (1.0286 , 0.0033)
0.1 (0.5548 , 0.1237) (0.9673 , 0.0475) (0.9794 , 0.0110) (0.4878 , 0.0260) (0.9435 , 0.0093) (1.0252 , 0.0048)
0.5 (0.4571 , 0.1941) (0.9256 , 0.0631) (0.9688 , 0.0155) (0.3959 , 0.0719) (0.9016 , 0.0237) (1.0052. , 0.0091)
0.8 (0.3081 , 0.2617) (0.8598 , 0.0878) (0.9507 , 0.0202) (0.2537 , 0.1053) (0.8298 , 0.0376) (0.9793 , 0.0095)
1 (0.1364 , 0.3095) (0.6910 , 0.1742) (0.9003 , 0.0640) (0.0916 , 0.1219) (0.6530 , 0.0821) (0.8853 , 0.0313)
1.1 (0.0286 , 0.3248) (0.4831 , 0.2655) (0.6071 , 0.2207) (−0.0078 , 0.1233) (0.4377 , 0.1230) (0.5696 , 0.1064)

From Fig. 11.1 and Table 11.1, it is clear that when r0 > M the imaginary part does not
vanish as a → M . This is in agreement with our expectations, since when r0 > rH the “BH
bomb” instability [351, 292] occurs even when a < M .

The dependence of the eigenfrequencies on the mirror location is also shown in the bottom
panel of Fig. 11.1 for different values of the spin parameter. The imaginary part of the
frequency is positive (i.e. the object is unstable) for a wide range of parameters. For any
value of a/M in the bottom panel of Fig. 11.1 the instability is strongest when r0/M ∼ 1, and
is effective also in the limit r0/M ≪ 1 (although in this regime high-energy corrections to the
background metric could be relevant).

Overall, Fig. 11.1 shows that the strongest instability occurs roughly when a/M ∼ 1.1. For
larger values of the spin the imaginary part decreases and eventually it vanishes (causing the
instability to disappear) for a critical value of a/M which depends on r0. At first sight, this
result seems in contrast with the superradiant nature of the instability, as one may naively
think that the instability should become stronger for large spins.

In Fig. 11.2 we show that this expectation is not justified by plotting the proper volume
of the ergoregion as a function of a/M . The proper volume can be computed via

V = 4π

∫ π/2

θi

dθ

∫ rf

ri

dr
√
grrgθθgϕϕ , (11.12)

where we have considered a constant time slice, the metric elements are taken from Eq. (11.1),
we have exploited the reflection symmetry of the Kerr metric, and we have already integrated
out the ϕ dependence. For a < M the ergoregion extends between the outer Kerr horizon at
rH = M +

√
M2 − a2 and the “outer ergosphere radius” at re+(θ) = M +

√
M2 − a2 cos2 θ.

In this case we set ri = rH , rf = re+, and θi = 0 in the integral above. A straightforward
calculation shows that in this case the proper volume increases monotonically with a/M ,
eventually diverginga for a =M . However, when a > M , the ergoregion extends between the

aThis is because when a = M , grr ∼ 1/(r −M)2 near the horizon r = M : this causes the integral (11.12)
to diverge logarithmically.
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Figure 11.2: Proper volume of the ergoregion as a function of the spin a/M . The volume
increases monotonically when a < M , is infinite at a =M and decreases monotonically when
a > M . The proper volumes for a ∼ 2M and a ∼ 0.3M are roughly the same. In the inset
we show the azimuthal section of the ergoregion for selected values of the spin. These spins
are marked by filled circles and capital Latin letters in the main plot; their numerical value
is indicated in parentheses in the figure. In the limit a/M → ∞ the ergoregion becomes so
oblate that its proper volume shrinks to zero.

inner ergosphere at re−(θ) =M−
√
M2 − a2 cos2 θ and the outer ergosphere re+(θ). Therefore

we set ri = re−, rf = re+, and θi = arccos(M/a) in the integral (11.12). In this case, the
proper volume of the ergosphere monotonically decreases with a/M . In the inset of Fig. 11.2
we plot an azimuthal section of the ergoregion for selected values of the spin parameter.
The proper volume of the ergoregion vanishes as a/M → ∞ because the ergoregion becomes
more and more oblate (in the equatorial direction) as the spin increases. As a/M → ∞
the proper volume shrinks to zero and the ergoregion instability for modes with l = m = 2
becomes harmless. In Section 11.5, however, we will see that this suppression of the ergoregion
instability is less effective for modes with l = m ≫ 2, which are more concentrated in the
equatorial region and which make superspinars unstable even for larger values of the spin.

11.3.2 Unstable modes with m = 0

Superradiance due to an ergoregion is not the only mechanism driving instabilities in su-
perspinars. Unstable modes also exist for m = 0, when the condition for superradiance
ω < mΩ = 0 cannot be fulfilled. This is shown in the left panel of Fig. 11.3, where we show
different gravitationally unstable modes for l = 2 and m = 0, 1, 2.

We see that the unstable mode with m = 2 exists in the range 0 ≤ r0/M ≤ 2, i.e. out
to the outer location of the ergoregion in the equatorial plane. Unstable modes with m = 1
and m = 0 exist only in a more limited range around r0 ∼ M . Modes with larger values of
m(≤ l) drive stronger instabilities, but the instability for modes with m = 0 is also important,
because it occurs on a dynamical timescale τ = 1/ωI ∼M for a wide range of parameters. In
the right panel of Fig. 11.3 we show some unstable modes with m = 0 for different values of
the spin parameter.
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Figure 11.3: Left: Imaginary part of unstable gravitational modes of a superspinar as a
function of the mirror location, r0/M , for a = 1.1M , l = 2 and m = 0, 1, 2. Right: Imaginary
part of unstable gravitational modes of a superspinar as a function of the mirror location,
r0/M , for l = 2, m = 0 and several values of the spin parameter, a.

Unstable modes with m = 0 have been recently found by Dotti and Gleiser [338, 339].
By imposing regularity conditions at r = −∞ these authors found (an infinite number of)
unstable purely imaginary modes when a > M . The superspinar model we are discussing
reduces to the spacetime considered in Refs. [338, 339] when r0 → −∞ and R = 1. We
carried out a search of these purely imaginary unstable modes, and our results agree very well
with those of Ref. [339] in this limit. For illustration, in the left panel of Fig. 11.4 we show
that the frequency of the m = 0 purely imaginary mode for a = 1.4M matches the result
of Ref. [339] for r0 → −∞. The figure shows that the frequency of these modes settles to
its asymptotic value when r0 . −3M , so it makes sense to fit MωI for these m = 0 purely
imaginary modes as a function of a, setting r0 = −3M . A comparison between the numerical
results and the polynomial fit

MωI = 6.375 + 0.177a/M + 0.230(a/M)2 (11.13)

is presented in the right panel of Fig. 11.4. In the range 1.15 . a/M < 2 the fit is accurate
to within 0.003% and suggests that the imaginary part of the frequency (and therefore the
“strength” of the instability) grows approximately as a quadratic function of the spin. We
stress that these results have been obtained using the asymptotic expansion of the angular
spheroidal eigenvalues [349]

sAlm ∼ (2l − η + 1)|aω| − s(s+ 1) +O(|aω|0) , (11.14)

where η = 2max (|m|, |s|). Because for these modes |aω| & 5, this expansion is a good
approximation of the numerical eigenvalues computed by the continued fraction method [349].
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Figure 11.4: Left: Purely imaginary unstable mode as a function of the mirror location,
r0/M < 0, for a = 1.4M , s = l = 2 and m = 0. In the limit r0 → −∞, MωI ∼ 7.07,
which perfectly agrees with results in Ref. [339]. Right: Purely imaginary unstable mode as a
function of the spin, a/M , for r0 = −3M , s = l = 2, m = 0. Numerical results (black straight
line) are consistent with the quadratic fit of Eq. (11.13) (red dashed line). The dot marks the
case considered in the left panel.

11.4 Absorbing boundary conditions (horizon-like surface at

r = r0)

From the results discussed in the previous section we conclude that a dynamical instability
is almost unavoidable in a broad region of the parameter space if the surface of the super-
spinar is perfectly reflecting. The instability is present even in what would naively seem the
most phenomenologically viable case, i.e. when r0 ∼ M and a = M + ǫ. One could argue
that a perfectly reflecting surface maximizes the efficiency of the ergoregion instability be-
cause negative-energy modes, which are potentially dangerous, cannot be absorbed, and that
this might not happen for different boundary conditions. In fact, Kerr BHs are stable be-
cause (despite superradiant scattering) the negative-energy modes can flow down the horizon.
Therefore we expect ingoing boundary conditions (R = 0) at r = r0 to represent the worst
possible situation for the ergoregion instability to develop. If we find an instability even in
this case, the superspinars described by our simple model are doomed to be unstable. This
choice also seems more physically motivated than the perfectly reflecting boundary conditions,
because r0 might be the location of an event horizon formed by string-inspired modifications
of gravity at high curvatures. We consider both modes with l = m = 2 (which we expect to
be affected by the ergoregion instability) as well as modes with m = 0, which we found to be
unstable in the perfectly reflecting case.

The punchline of this section is that unstable modes exist even when we impose ingoing
boundary conditions. Qualitatively, the results are the same as those obtained by imposing
perfect reflection at the surface of the superspinar. The instability is slightly weaker than in
the previous case, but it is again unavoidable in a wide region of parameter space.

Gravitationally unstable modes with l = m = 2 and R = 0 are listed in Table 11.1
and shown in Fig. 11.5 (to be compared with Fig. 11.1). Typically the imaginary part of
the unstable modes when R = 0 is only one order of magnitude smaller than that obtained
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Figure 11.5: Top: Real (left) and imaginary part (right) of unstable gravitational modes of a
superspinar as a function of the spin parameter, a/M , for l = m = 2 and several fixed values
of the horizon location r0/M . Bottom: Real (left) and imaginary part (right) of unstable
gravitational modes of a superspinar as a function of the the horizon location, for l = m = 2
and fixed values of the spin parameter. Large dots indicate purely imaginary modes.

imposing R = 1, which causes the instability to disappear at slightly smaller spins, i.e. when
a/M & 1.75. However, as already mentioned, in the next section we will present evidence
that higher-l modes are unstable for larger values of the spin and show that our results are
sufficient to rule out superspinars as astrophysically viable alternatives to Kerr BHs.

Also, we stress that perfectly absorbing “stringy horizons” can only be created by high-
energy effects taking place beyond the range of validity of general relativity. From a phe-
nomenological point of view, the region that should be modified by these high-energy cor-
rections is close to the curvature singularity of the Kerr metric (r0 ≪ M). Unstable modes
generically exists for a = M + ǫ, even in the limit r0/M → 0. Moreover, results are smooth
in the limit r0/M → 0, which means that in the region spanned by our calculations curvature
singularities do not affect our conclusions.

Finally, Fig. 11.6 (to be compared with Fig. 11.3) shows that unstable modes with m = 0
are still present when we impose R = 0 at r = r0.
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Figure 11.6: Imaginary part of unstable gravitational modes of a superspinar as the spin
parameter, a, for l = 2, m = 0 and several values of the horizon location, r0.

11.5 Modes with l = m ≫ 1 and physical origin of the instabil-

ity

We have seen that when we impose perfectly reflecting boundary conditions (R = 1) su-
perspinars are plagued by several instabilities. Moreover, these instabilities are still present
when we impose R = 0, i.e. when we consider a “stringy horizon” at r = r0, which would
be expected to quench the instabilities. Here we analyze in more detail how these different
instabilities arise. We focus first on the case r0/M > 0. For R = 1 from Figs. 11.1 and 11.3
(and analogously for R = 0 from Figs. 11.5 and 11.6) we see that, for both m = 0 and m = 2,
the imaginary part vanishes at some critical radius: ωI(rcrit) = 0. By using a root-finding
routine we can solve for the critical radius as a function of the spin parameter a/M . The
results are shown in Fig. 11.7. For m = 2 and R = 1 the instability occurs in the region
below the dot-dashed blue line extending from a ∼ M up to a/M ∼ 2.2. The dashed hor-
izontal line marks the location of the outer ergoregion on the equatorial plane (r = 2M).
As a/M → 1 the critical radius roughly coincides with the location of the ergoregion, and it
decreases monotonically for larger rotation. The situation is similar for m = 2 and R = 0
(solid black line extending from a ∼ M up to a/M ∼ 1.75), with the instability disappearing
earlier (at a/M ∼ 1.75) because the ingoing boundary conditions allow negative energy modes
to flow down the stringy horizon. This plot confirms our qualitative understanding of the
instability: as shown in Fig. 11.2, in the limit a/M → ∞ the proper volume of the ergoregion
vanishes and superradiance cannot destabilize the modes at arbitrarily large spins.

It would therefore seem that superspinars with a > 2.2M might be stable, for any value
of r0 and even in the most restrictive case with R = 1. We argue, however, that this is not
true if we consider modes with l = m > 2. In fact the angular distribution of modes with
higher l = m is more concentrated around the equatorial plane. Higher-l modes become more
effective at destabilizing the superspinar when the ergoregion is oblate, i.e. when a≫M (see
again the inset of Fig. 11.2). This intuitive understanding is confirmed by Fig. 11.8. There
we plot the imaginary part of the fundamental unstable modes for l = m = 2 and l = m > 2
(setting r0 = 0), both for R = 1 and R = 0.

In the case R = 1, unstable modes with higher l = m exist for larger values of the spin.
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Figure 11.7: Critical radius rcrit/M as a function of a/M for s = l = 2 and m = 0, 2. We
impose both R = 0 and R = 1 at r = r0. For m = 2 an instability occurs when r0 < rcrit.
For m = 0 an instability occurs in the region delimited by the curves on the left. When
l = m ≫ 1 an instability is expected to occur also when a & 2.2M in the R = 1 case, and
when a & 1.75M in the R = 0 case (cf. Fig. 11.8). Although not shown, the region where
r0/M < 0 is expected to be unstable for any value of a > M .

For example the l = m = 5 mode becomes stable when a/M & 3.6, while the l = m = 2
mode becomes stable when a/M & 2.2, as previously discussed. Modes with l = m ≫ 1 are
generally difficult to compute with our code. Our results suggest that, for any fixed value of
a/M ≫ 1, there are always unstable modes as long as l = m is sufficiently large. We stress that
these results are in contrast with the case of Kerr BHs, where the superradiant amplification
is always stronger for l = m = 2 [350]. Results are qualitatively similar for R = 0, in which
case the l = m = 3 instability disappears when a/M & 2, while the l = m = 2 instability
disappears when a/M & 1.75, as previously discussed. However in this case the l = m = 4
instability is weaker than the l = m = 3 instability, and the l = m = 5 instability disappears
for smaller values of a/M than in the l = m = 2 case. This is because the stringy event
horizon quenches the instability of higher-l modes, similarly to the horizon of a Kerr BH.

More in general, the ergoregion instability that we have found here at the linear level can
be related to simple kinematical properties of the Kerr spacetime. In fact, as we show in
Appendix 11.7, Kerr spacetimes with a > M admit stable non-equatorial null circular orbits
with negative energy. These orbits exist at any radius r < M . The very existence of these
orbits is enough to prove that the spacetime is plagued by the ergoregion instability, provided
that purely reflecting boundary conditions (R = 1) are imposed at r0 < M . This is because
null orbits are the geometric-optics limit of gravitational perturbations, as can easily be seen
by expanding their propagation equation in powers of 1/λ (λ being the wavelength of the
perturbation). Therefore, the existence of stable null circular orbits with negative energies
implies the existence of short-wavelength modes with negative energies. Under perfectly re-
flecting boundary conditions, these modes can only leak to infinity by tunneling through the
potential barrier. However, because particles outside the ergoregion must have positive en-
ergies, this leak makes the energy of the perturbations inside the ergoregion more and more
negative. As a result, their amplitude grows without bound, thus revealing the instability
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Figure 11.8: Imaginary part of the fundamental unstable mode as a function of the spin a/M
for a superspinar with r0 = 0. Upper curves refer to R = 1 with l = m = 2, 3, 4, 5. Lower
curves refer to R = 0 with l = m = 2, 3, 4, 5. Dots indicate purely imaginary modes.

of the spacetime. For these reasons we expect modes with l = m ≫ 1 to be unstable for
arbitrarily large values of a/M , at least for R = 1. This expectation is consistent with the
general theorem of Ref. [288], which states that any spacetime possessing an ergoregion, but
not an event horizon, is vulnerable to the ergoregion instability. As shown in Fig. 11.8, this
expectation is not always justified in the less efficient case with R = 0.

The existence of stable non-equatorial null circular orbits with negative energy clarifies
why superspinars are unstable even under perfectly absorbing boundary conditions (i.e., in
the presence of a stringy horizon), while for Kerr BHs with a ≤ M the presence of the
horizon kills the ergoregion instability. For superspinars, the effective potential for gravita-
tional perturbations presents a minimum at small radii (corresponding, in the eikonal limit,
to the location of a negative-energy stable non-equatorial null circular orbit), and then rises
as r/M ∼ 0. Therefore, the ergoregion modes need to tunnel through a potential barrier to
fall into the “stringy” horizon. The stability of the superspinar depends on a delicate balance
between the transmission coefficients through the “inner” and “outer” potential barriers.

A possible objection against instability could be the following. For sufficiently fast rotation
(perhaps even for spins as low as a ∼ 6M , i.e. at the higher end of the viable range identified
by Ref. [345]), if unstable modes exist in the eikonal limit (l = m → ∞) their imaginary
part will be small, even in the case R = 1. The ergoregion instability is due to ergoregion
modes leaking to infinity through the potential barrier, but the tunneling becomes less and less
effective as the modes behave more and more like particles, because the amplitude transmitted
to infinity scales as exp(−L/λ) (where L ∼M is the width of the barrier and λ is the mode’s
wavelength). It is therefore conceivable that the imaginary part might be so tiny that these
modes can be considered stable for all practical purposes.

However, accretion is known to spin superspinars down [342]. According to Ref. [352], a
BH which is initially nonrotating gets spun up to the extremal limit a = M , where it cannot
be spun up any more [352, 353], by accreting a mass ∆M = (

√
6 − 1)Min = 1.4495Min (Min

being the initial BH mass). This corresponds to the accretion of a gas mass ∆M0 = 1.8464Min,
of which ∆M falls into the BH and ∆M0 − ∆M is dissipated by the disk’s viscosity into
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electromagnetic radiation. Similarly, a superspinar with a/M = 7 gets spun down to a/M =
1.5M (where the ergoregion instability is always effective) by accreting a mass ∆M = 1.730Min

(corresponding to a gas mass ∆M0 = 2.295Min). The two processes (spin-up of a Schwarzschild
BH to the extremal Kerr limit, and spin-down of a superspinar from a/M = 7 to a/M = 1.5)
involve amounts of accreted material of the same order of magnitude, hence the corresponding
timescales too will be comparable. Supermassive BHs are expected to be spun up to the
extremal Kerr limit by coherent accretiona on a timescale much smaller than the Hubble
time [361], so a superspinar should be spun down to the unstable region on a timescale much
smaller than the Hubble time. For this reason, the existence of supermassive superspinars is
unlikely in the real Universe.

The situation is slightly different for stellar-mass superspinars. Analytical arguments [362]
and population synthesis calculations [363] show that BHs in binaries essentially retain the spin
they had at birth, so it is unclear whether accretion would be efficient enough to destabilize a
superspinar. On the other hand, as far as we know, no realistic collapse scenario leading to the
formation of stellar-mass superspinars has been proposed so far. Typical equations of state
lead to compact stars rotating with a/M . 0.7 [333, 334]. Polytropic differentially rotating
stars with a ≈ 1.1M can in principle exist [336, 337], but they are stable. Even if depleted
of 99% of their pressure and induced to collapse, these stars do not form a BH and produce
either a supermassive star (which will collapse to a BH with a < M when enough angular
momentum has been shed in gravitational waves) or a stable, rapidly rotating star.

For r0/M > 0 there is a second family of unstable modes with m = 0 that cannot be
superradiant modes. Figs. 11.3 and 11.6 show that, for fixed values of a/M , these modes only
exist in a limited range of r0/M . This range corresponds to the blue dot-dashed line (R = 1
case) and to the solid black line (R = 0 case) on the left of Fig. 11.7, showing that this family
of unstable modes only exists for a/M . 1.12.

These unstable modes are related to the existence of stable “polar” null circular orbits,
i.e. circular non-equatorial orbits with vanishing azimuthal component of the orbital angular
momentum (Lz = 0) [364]. Eq. (11.31) of Appendix 11.7 (see also Fig. 11.9) shows that for
the Kerr spacetime such orbits exist when 1 < a/M <

(

−3 + 2
√
3
)

≈ 1.17996. For l = 4 and
R = 1 the instability range for modes with m = 0 is 1 < a/M . 1.14. However the upper
limit of this range is a slowly increasing function of l, and it is plausible that in the eikonal
limit it should tend to

(

−3 + 2
√
3
)

∼ 1.18.

In conclusion, let us discuss the case r0/M < 0 (with R = 1), summarized in Fig. 11.4.
Now the ring singularity at r/M = 0 is naked, and the spacetime also possesses closed timelike
curves [365]. Therefore it is not surprising that an infinite number of unstable modes exist also
at the linear level [339]. At variance with the ergoregion instability, in the present case the
imaginary part of the frequency (and therefore the “strength” of the instability) grows roughly
quadratically with a/M (cf. the right panel of Fig. 11.4). The same kind of instability has
been found in charged, spherically symmetric BHs with naked singularities [338] and therefore

aIt has been proposed that supermassive BHs may accrete small lumps of material with essentially random
orientations of the orbital angular momentum. This “chaotic accretion” results (on average) in a spin-down
of the BH [354], so it is very hard to produce fast spinning BHs at all (whereas spin estimates as large as
a = 0.989+0.009

−0.002 have been reported [355]). Therefore it should be even harder to produce superspinars by
chaotic accretion. Binary BH mergers are also known to always produce spins below the Kerr limit [356, 238,
357, 358, 359, 360], so one would be left only with the possibility of postulating that supermassive superspinars
are born in the early Universe due to high-energy physics effects beyond the realm of classical general relativity.
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it is not related to rotation, but to causality violation (see also the discussion at the end of
Ref. [342]). As a matter of fact, we could not find any mode belonging to this family when
r0/M ≥ 0, i.e. when the naked singularity is covered.

In summary: superspinars are plagued by several instabilities for both perfectly reflecting
boundary conditions (R = 1 at r = r0) and perfectly absorbing boundary conditions (R = 0
at r = r0). The instability of modes with l = m is related to superradiant scattering. When
r0 ∼ M , unstable modes with m = 0 also exist below some critical rotation parameter: this
instability is related to the existence of stable polar null circular orbits in the spacetime (cf.
Appendix 11.7). Finally, when r0/M < 0, a third family of m = 0 modes exists [339]. This
third family of unstable modes is probably related to the existence of naked singularity and
closed timelike curves in the spacetime.

11.6 Conclusions

The results reported in this chapter indicate that superspinars are unstable independently of
the boundary conditions imposed at the “excision radius” r0 and in a significant region of
the two-dimensional parameter space (a/M, r0/M), if not in the whole parameter space. The
most effective instability at low rotation rates corresponds to the l = m = 2 (superradiant)
mode, but when a ∼ M and r0 ∼ M unstable modes with m = 0 also exist. The l = m = 2
mode eventually becomes stable at large rotation rates, but unstable modes with l = m ≫ 1
are expected to exist for any value of a/M , at least for R = 1. While the instability timescale
of higher-l modes may turn out to be very long, making them marginally stable for practical
purposes, the low-l instability (which affects superspinars with a/M . 2) takes place on
a dynamical timescale. Accretion is known to spin superspinars down [342], so our results
indicate that superspinars are unlikely astrophysical alternatives to Kerr BHs.

One possible objection is that, in order to assume ingoing boundary conditions at the
surface of the superspinar, we must assume that general relativity is modified in that region.
Such a modification of general relativity in the excised, high-curvature region surrounding the
singularity is implicit in the original superspinar proposal by Gimon and Horava [29], who
invoke string theory in order to violate the Kerr bound a ≤ M . We stress, however, that
our results hold for a wide class of theories of gravity. Many proposed alternative theories
of gravity admit the Kerr spacetime as an exact solution [366, 367]. Among these theories,
we focus on the large class consisting of Brans-Dicke gravity (with or without a potential),
and theories that can be reduced to Brans-Dicke theory with a potential via a conformal
transformation (e.g. f(R) gravity, both in the metric and Palatini formalism [368, 369]).
All of these theories admit Kerr-(anti) de Sitter as an exact solution if the scalar field is
constant. When perturbed, these solutions satisfy different equations in general relativity
and in modified gravity theories [367, 214], due to the presence of an extra scalar degree of
freedom (the Brans-Dicke scalar), so one might naively expect the stability properties of the
Kerr spacetime to be different. However, one can redefine the tensor modes via a conformal
transformation so that the vacuum tensor and scalar perturbation equations decouple at linear
order [214]. Basically this happens because the Brans-Dicke action reduces to the Einstein-
Hilbert action plus a minimally coupled scalar field in the Einstein frame, if no matter fields
are present [369]. Therefore, the tensor modes satisfy the same equations in general relativity
as in Brans-Dicke theory (or in any other theory that can be recast in Brans-Dicke form via
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a conformal transformation.) This means that Eqs. (11.2) and (11.3), which are the starting
points of our analysis, retain their validity, and therefore that the instability operates in a
wider class of gravity theories.

Our results do not imply that there cannot be stable ultracompact objects with J/M2 > 1.
However, they do imply that either (i) Einstein’s gravity should be modified in such a way as
to retain Kerr as a solution, while at the same time allowing the tensor modes and the “extra”
modes to couple at linear order, or (ii) the structure of astrophysical superspinning objects, if
they exist at all, is not described by the simple Kerr-based superspinar proposal of Ref. [29].

11.7 Appendix: Geodesics in D-dimensional Kerr spacetimes

The main goal of this appendix is to study the existence of stable null circular orbits (SNCOs)
with negative energies in Kerr spacetimes. We are interested in these orbits because the
very existence of SNCOs (or more generally, the existence of stable null bound orbits) with
negative energies is enough to show that a spacetime is subject to the ergoregion instability,
provided that purely reflecting boundary conditions are imposed at the excision surface r = r0.
For completeness we consider D-dimensional Kerr spacetimes with only one nonzero angular
momentum parameter, and we specialize to the “ordinary” D = 4 case at the end. Our main
results for four-dimensional Kerr spacetimes are summarized in Fig. 11.9. The meaning of the
different curves on this plot is explained below.
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Figure 11.9: The sign of ξ = Lz/E as a function of a/M and the radius rc/M of null circular
orbits. When a > M , ξ → ∞ at rc = M . Stable circular null orbits exist when a > M for
rc < rS , and have negative energy when rc < M . Regions marked with NCOs are those where
no circular orbits exist. Orbits of constant radius r1 are stable “polar” null circular orbits.

The metric of a D-dimensional Kerr BH with only one nonzero angular momentum pa-
rameter is given in Boyer-Lindquist-type coordinates by [370]

ds2 = −∆D − a2 sin2 ϑ

Σ
dt2 − 2a(r2 + a2 −∆D) sin

2 ϑ

Σ
dtdϕ+

+
(r2 + a2)2 −∆Da

2 sin2 ϑ

Σ
sin2 ϑdϕ2 +

Σ

∆D
dr2 +Σdϑ2 + r2 cos2 ϑdΩ2

D−4,(11.15)
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where Σ = r2 + a2 cos2 ϑ, ∆D = r2 + a2 −MDr
5−D, dΩ2

D−4 denotes the metric of the unit
(D − 4)-sphere and MD and a are related to the physical mass M and angular momentum J
of the spacetime

MD =
16πM

D − 2
AD , a =

D − 2

2

J

M
, (11.16)

with AD = (2π)(1−D)/2Γ[(D − 1)/2]. The outer horizon is defined as the largest real root of
r2H + a2 −MDr

5−D
H = 0.

11.7.1 Equatorial Null Geodesics

For null geodesics in the equatorial plane (θ = π/2) of the spacetime (11.15), the radial
geodesic equation reads

E−2ṙ2 = Veff = R(r)/r4 = 1 +
MD

rD−1
(ξ − a)2 − ξ2 − a2

r2
, (11.17)

where ξ = Lz/E and where the dot denotes derivatives with respect to the dimensionless
affine parameter. Conditions for circular orbits are Veff(rc) = V ′

eff(rc) = 0. The condition
Veff(rc) = 0 implies

ξ =
−aMD ±

√

r
2(D−3)
c ∆D(rc)

rD−3
c −MD

(11.18)

for direct and retrograde orbits, respectively. For D = 4 the outer horizon is located at
r = rH = M +

√
M2 − a2 and (of course) the Kerr bound implies a/M ≤ 1. The condition

V ′
eff(rc) = 0 then leads to three different solutions:

rphot± = 2M

{

1 + cos

[

2

3
cos−1

(

∓ a

M

)

]}

,

rc− = 2M − Re[β]−
√
3Im[β] , (11.19)

where

β =
[

M
(

−M2 + 2a2 + 2a
√

a2 −M2
)]1/3

. (11.20)

The three solutions are all real. Orbits with rc = rphot+ (rc = rphot− ) correspond to unstable
direct (retrograde) circular orbits lying outside the horizon, whereas rc− < rH and therefore
this solution does not correspond to physical circular orbits. For a > M there is only one real
solution

rphot− = 2M

{

1 + cosh

[

2

3
cosh−1

( a

M

)

]}

, (11.21)

corresponding to an unstable null circular orbit. This is shown in Fig. 11.9. It is easy to
show that the same qualitative results hold also when D ≥ 5. Therefore no stable null equa-
torial circular orbits exist in D-dimensional Kerr spacetimes with a single angular momentum
parameter.
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11.7.2 Non-equatorial null geodesics

Let us now focus on non-equatorial null geodesics inD-dimensional Kerr spacetimes with a sin-
gle spin parameter. We shall follow and generalize the approach discussed in Chandrasekhar’s
book [249].

The separability of the Hamilton-Jacobi equation in Kerr spacetime was proved by Carter,
who also discovered an additional constant of motion Q (the “Carter constant”) besides the
energy, the angular momentum and the norm of the four-velocity [365, 371]. The same proce-
dure can be easily generalized to D-dimensional Kerr spacetimes with a single spin parameter,
given by Eq. (11.15). Our basic equations are

E−2Σ2ṙ2 = R(r) = r4 + (a2 − ξ2 − η)r2 +MD[η + (ξ − a)2]r5−D − a2η ,

E−2Σ2θ̇2 = Θ(θ) = η + a2 cos2 θ − ξ2 cot2 θ ,

E−1∆DΣ ϕ̇ = Φ(r, θ) = ξ∆D csc2 θ − a[aξ +∆D − (r2 + a2)] ,

E−1∆DΣ ṫ = T (r, θ) = (r2 + a2)2 − a2∆D sin2 θ + aξ[∆D − (r2 + a2)] ,

where we use a dot to denote derivatives with respect to the dimensionless affine parameter,
and where ξ = Lz/E, η = Q/E are two constants of motion. Notice that the angular equation
(11.22) does not depend on D, and that the equations above reduce to Eqs. (190) and (191)
of Ref. [249] when D = 4.

11.7.2.a Proof of no planar bounded orbits in D dimensional Kerr spacetimes

A relevant question is whether non-equatorial planar orbits exist in these spacetimes. The
conditions for a planar orbit (θ = θ0 =constant) are Θ(θ0) = 0 = Θ′(θ0). From Eq. (11.22)
we see that these conditions are fulfilled on the equatorial plane (θ0 = π/2) only if η = 0. For
θ0 6= π/2 planar orbits exist if

η = −a2 cos4 θ0 , ξ = ±a sin2 θ0 . (11.22)

For the “plus” branch of the solutions above, the radial equation (11.22) simply becomes
ṙ = ±E. These geodesics are unbound and describe shear-free null-congruences [249]. The
“minus” branch of the solutions describes non-equatorial planar orbits. These solutions only
exist when D = 4 and a < M . Moreover they always lie inside the event horizon, and therefore
they do not correspond to physical orbits. For these reasons we do not discuss them further.

11.7.3 Non-equatorial, circular orbits

Since no planar, non-equatorial circular orbits exist in D−dimensional Kerr spacetimes, let
us focus on non-equatorial, circular orbits, i.e. orbits with constant radius but which are not
planar (i.e. θ is not constant). These orbits are periodic [372, 373, 374] and they are often
called “spherical orbits” in the literature, but here we adopt the term “circular orbits” as in
Refs. [372, 373, 374].

The conditions for null circular orbits, R(rc) = 0 and R′(rc) = 0, read

r4c + (a2 − ξ2 − η)r2c +MD[η + (ξ − a)2]r5−D
c − a2η = 0 , (11.23)

4r3c + 2(a2 − ξ2 − η)rc + (5−D)MD[η + (ξ − a)2]r4−D
c = 0 , (11.24)
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which can be solved for ξ and η as functions of rc. There are two sets of solutions:

ξ =
r2c + a2

a
, η = − r

4
c

a2
, (11.25)

and

ξ =
a2(D − 5)MDr

3
c + (D − 1)MDr

5
c − 2rDc (a2 + r2c )

a(D − 5)MDr3c + 2arDc
,

η =
[

a(D − 5)MDr
3
c + 2arDc

]−2
{

4MDr
5+D
c (2a2(D − 3) + (D − 1)r2c ) +

− (D − 1)2M2
Dr

10
c − 4r2(D+2)

c

}

. (11.26)

The first set of solutions implies θ = constant and indeed reduces to the “minus” branch of
solutions (11.22), which do not correspond to physical orbits.

The second set of solutions, Eqs. (11.26), can describe bound orbits. The condition of
stability is simply R′′(rc) < 0. By differentiating Eq. (11.22) twice and using Eqs. (11.26) we
obtain the following expression for R′′(rc):

R′′(rc) =
[

(D − 5)MDr
3
c + 2rDc

]−2
{

−8(D − 5)(D − 1)M2
Dr

8
c + 32r2(D+1)

c +

+ 16(D − 5)MDr
D+3
c

[

a2(D − 3) + (D − 1)r2c
]

}

.

The stability of null circular orbits depends on the sign of the expression above. It is possible
to show that stable circular orbits exist for D = 4 and a > M , but not for D ≥ 5. Therefore
in the following we will specialize to D = 4 spacetime dimensions.

11.7.3.a D = 4 Kerr spacetime.

When D = 4, Eqs. (11.26) read

ξ =
r2c(3M − rc)− a2(rc +M)

a(rc −M)
, (11.27)

η =
r3c
[

4a2M − rc(rc − 3M)2
]

a2(rc −M)2
. (11.28)

These equations correspond to Eqs. (224) and (225) of Ref. [249], and they can be used to define
the shadow cast by Kerr BHs or superspinars [341, 340]. When η = 0, from Eq. (11.28) we
have 4a2M − rc(rc−3M)2 = 0, which defines the equatorial orbits (11.19)-(11.21). In general,
however, the constant of motion η can be positive or negative. When η < 0, Eqs. (11.27)-
(11.28), together with Eq. (11.22) for the θ-motion, implies that orbits of constant radius are
not allowed [249]. When η ≥ 0 circular orbits are allowed, and according to Eq. (11.28) they
must satisfy the condition 4a2M − rc(rc − 3M)2 ≥ 0. For a < M this condition reads

rphot+ < rc < rphot− ,

where rphot− and rphot+ refer to retrograde and direct unstable photon orbits in the equatorial
plane [Eq. (11.19)]. More importantly for the analysis of superspinars, when a > M the
condition η > 0 reads

rc < rphot− , (11.29)
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where rphot− is given by Eq. (11.21). Notice that the condition above includes also the singular
case rc =M (in fact ξ, η → ∞ when a > M and rc →M).

When D = 4, from Eq. (11.27) we see that stable circular orbits exist whenever the orbital
radius rc satisfies the relation rc < rS , with [340]

rS
M

=



















1 +

[

( a

M

)2
− 1

]1/3

for a > M ,

1−
[

−
( a

M

)2
+ 1

]1/3

for a < M .

(11.30)

Null circular orbits with radii smaller than this critical radius are stable. When a > M ,
rS < rphot− , i.e. stable circular orbits are allowed. When a < M the critical radius rS is
covered by the horizon, and it becomes “visible” to external observers only when a > M .
Therefore stable null circular orbits may exist only for a > M , while orbits with r < rS
around BHs with a < M do not have a physical meaning because they lie inside the horizon.

By substituting Eq. (11.30) into Eqs. (11.27) and (11.28) we can compute the corresponding
critical parameters η(rS) = ηS and ξ(rS) = ξS:

ηS
M2

=
3M2

a2

(

1 +

[

( a

M

)2
− 1

]1/3
)4

,

ξS
M

= − a

M
+

3M

a

(

1−
[

( a

M

)2
− 1

]2/3
)

.

For a given value of a/M , when η = ηS and ξ = ξS we have a marginally stable orbit. If
instead ξ . ξS we have a stable orbit, while η . ηS gives a stable orbit if a > 3M and η & ηS
gives a stable orbit if a < 3M . However, these are only sufficient conditions, because other
stable orbits may exist, far from the critical values ηS and ξS . In fact, depending on the value
of the spin we can have different situations: (i) for a < 3M , if η < ηS(a) there is only one
stable circular orbit (with rc < M), while for η > ηS(a) we have two stable orbits: one with
rc < M and one with rc > M ; (ii) for a > 3M , when η < 27M2 we have only one stable
circular orbit (with rc < M); when 27M2 < η < ηS(a) we have two stable orbits with rc > M
and one with rc < M ; when η > ηS(a) we have one stable circular orbit with rc < M and one
with rc > M . This can be understood by plotting η as a function of r, with 0 < r < rS(a),
for various values of a.

Also, let us consider the sign of the impact parameter ξ = Lz/E. A study of Eq. (11.27)
shows that there is a critical spin

aL =

√

3
(

−3 + 2
√
3
)

M ≈ 1.17996M , (11.31)

such that:

• if a > aL, then ξ > 0 for rc < M and ξ < 0 for rc > M . Notice that ξ diverges if rc =M .

• if M < a < aL, then ξ > 0 for rc < M and for r1(a) < rc < r2(a) (with r1, r2 > M),
whereas ξ < 0 elsewhere. Notice that ξ diverges if rc =M .
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• if a ≤ M then ξ > 0 for r+ < rc < r2(a), where r+ is the outer Kerr horizon and
r2 < 3M . ξ < 0 for rc > r2(a).

The situation for a four-dimensional Kerr spacetime is summarized in Fig. 11.9. Orbits of
radius r1 and r2 carry vanishing angular momentum (Lz = 0) and therefore are called “polar”
null orbits. Orbits of constant radius r2 are unstable polar null orbits, while orbits of constant
radius r1 are stable polar null orbits, and they exist for M < a < aL.

A relevant question to ask is whether the null circular orbits that we have identified
have positive or negative energy. The sign of the energy is determined by imposing that
the geodesics be future oriented, i.e. that the derivative ṫ of the coordinate time with respect
to the affine parameter [given by Eq. (11.22)] be positive. (This is because the hypersurfaces
t = const are spacelike for any r > 0 if a > M , and for any r > rH if a ≤M .) By substituting
Eq. (11.27) into Eq. (11.22), we find that for the non-equatorial null circular orbits that we
have identified we have

ṫ =
E

Σ

[

r2c (rc + 3M)

rc −M
+ a2 cos2 θ

]

. (11.32)

Because these orbits cross the equatorial plane (as they have η > 0), we can evaluate
Eq. (11.32) for θ = π/2. The energy E is a constant of motion, so it cannot change sign
along the trajectory. Then it is clear that all orbits have E > 0, with the exception of orbits
with rc/M < 1, which, as we have seen, exist only for a/M > 1. Indeed, it possible to show
explicitly that orbits with rc/M < 1 in Kerr spacetimes with a/M > 1 have negative energy
at all times. Using Eq. (11.22), one obtains that such orbits have polar angle θ oscillating
between π/2 + θc and π/2− θc, with

cos2 θc =
2rc
√

M∆(a2M + r2c (2rc − 3M)) − ρ

a2(rc −M)2
,

(11.33)

where ρ = r4c − 3M2r2c + 2a2Mrc. One can show that cos2 θc < 1 for a/M > 1 and rc/M < 1.
Using this expression in Eq. (11.32) it is then possible to show that the energy must be negative
all along trajectories with a/M > 1 and rc/M < 1. The region where stable negative-energy
orbits exist is shown in Fig. 11.9.

Finally, let us suppose we have a compact object rotating with a > M . According to the
cosmic censorship conjecture, the singularity at r/M = 0 must be excised by some horizon-like
one-way membrane or by a reflecting surface. It is then natural to ask the question of what
the compactness of the object can be if one wants to excise all SNCOs with negative energies.
Because such orbits exist for any rc < M , if a > M , the maximum allowed compactness turns
out to be µmax = M/r = 1. Because orbits with rc . M lie far away from the singularity at
r/M = 0, this maximum compactness is not expected to be altered by high-energy corrections.
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In this dissertation we have explored several aspects of black hole physics, both from a the-
oretical and from an astrophysical point of view. Although black holes have many faces,
some approaches of investigation turn out to be useful in fairly different areas of black hole
physics. In particular, the study of black hole perturbations can provide insights on several
topics including gauge/gravity duality, astrophysical imprints of strong curvature corrections
to GR and possible methods to discriminate between astrophysical black holes and other
ultra-compact objects.

A renewed interest in black hole physics comes from their deep connection to quantum
gravity. In Part I and Part II we discussed some theoretical and astrophysical aspects of this
connection. In Chapters 2 and 3 we studied AdS dilatonic black holes within the gauge/gravity
duality. Below a critical temperature, due to string-inspired interactions, the AdS-RN black
hole is unstable against scalar perturbations and it undergoes a phase transition toward a new
charged dilatonic black hole. From the dual perspective, a neutral scalar operator acquires
a non-vanishing expectation value and it drastically affects the transport properties of the
boundary theory. In particular, in the new phase we computed the electrical conductivity,
which reassembles several properties of electron motion in real materials. The conductivity
shows a Drude peak at small frequency and the resistivity has a non-monotonic behavior as
a function of the temperature, which is reminiscent of the Kondo effect. We discussed these
effects in presence of a magnetic field, both at finite and at vanishing temperature. When
the magnetic field equals the charge density, B = Bc = ρ, the phase transition is suppressed.
The same effect, i.e. the expulsion of the condensate by a sufficiently large magnetic field,
also exists in holographic models of superconductors. Interestingly, the response of the dual
theory to the magnetic field is largely independent from the scalar condensate. In fact, we
found the same Hall effect and cyclotron resonances observed in holographic dual to dyonic
AdS-RN black branes. Moreover, the magnetic field prevents both the appearance of a Drude
peak and the non-monotonic behavior of the resistivity. At zero temperature, the dual theory
is reminiscent of a charged strongly coupled plasma. Remarkably, it appears that the model
at hand interpolates between a metallic and a charged plasma behavior, depending on the
temperature and on the magnetic field. We left this intriguing topic for future investigations.

Furthermore, in Part I we developed a method to compute the long-lived characteristic
frequencies of Schwarzschild-AdS black holes, which presumably dominate the thermalization
of the dual field theory (Chapter 4). Our numerical method confirms and extends results
previously obtained in literature. Finally, in an attempt to gain some analytical insights
on black holes with non-trivial scalar hairs, we studied exact vortex black holes in three
dimensional AdS gravity (Chapter 5).

The recent Anti de Sitter/Condensed Matter duality is a paradigm within which strongly
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coupled field theories can be explored. Further developments are currently pursed vigorously
in several directions, including: quark-gluon plasma, holographic superconductors, phase tran-
sitions at strong coupling, quantum Hall effects, non-Fermi liquids and strange metals. Within
this approach black holes, matter fields and their perturbations play a key role in the under-
standing of several strong-coupling effects in real condensed matter systems.

Part II was devoted to the investigation of string-inspired aspects of black hole physics, but
from an astrophysical point of view. We discussed the gravitational imprint of astrophysical
black holes in low-energy effective theories arising from String Theory. We throughly inves-
tigated the linear response of Schwarzschild black holes in DCS gravity (Chapter 7) and of
slowly-rotating dilatonic black holes in EDGB gravity (Chapter 8). We discussed their stabil-
ity, and possible astrophysical signatures of string corrections, whose imprint can be detected
by future gravitational-wave interferometers. We further confirm that gravitational-wave as-
tronomy can provide evidences for quantum gravity corrections to GR and it could allow for
tests of the no-hair theorems. Regardless the specific alternative theory to GR, the general
outcome of Part II is that the gravitational spectrum of static and slowly rotating hairy black
holes carries a specific signature of strong curvature corrections. Moreover, several astrophys-
ical objects are presumably highly rotating black holes, whose strong-curvature effects near
the horizon are expected to be even more effective. Therefore near-extremal black holes in
string-inspired theories beyond GR are very promising candidates for astrophysical evidences
of String Theory, whose investigation is undoubtedly worth pursuing.

Finally, in Part III we explored some more astrophysical applications of black hole per-
turbation theory. We discussed the perturbation spectrum, the gravitational-wave emission
and the viability of some black hole mimickers. These objects challenge the widely accepted
black hole paradigm and some of them are still viable astrophysical alternatives to black holes.
In Chapter 10, we discussed the stability issue for static thin-shell gravastars, identifying the
parameter space where they are stable. On the other hand, in Chapter 11 we found that
superspinars suffer from several strong instabilities and they cannot be viable alternative to
astrophysical black holes. This gives a further confirmation of the Cosmic Censorship. Finally,
adopting an open-minded approach, we investigated thin-shell gravastars in their stability re-
gion, showing that they leave a characteristic signature in realistic astrophysical processes.
Similar arguments can be presumably applied to other black hole mimickers, such as boson
stars and wormholes, or to some more realistic gravastar models, such as rotating gravastars.
These and other developments – including further investigations on the ergoregion instability
for rotating black hole mimickers – are left for future works.
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“Spin Diagrams for Equal-Mass Black Hole Binaries with Aligned Spins,” Astrophys. J., vol. 679,
pp. 1422–1426, June 2008.

[358] L. Rezzolla, E. Barausse, E. N. Dorband, D. Pollney, C. Reisswig, J. Seiler, and S. Husa, “Final
spin from the coalescence of two black holes,” Phys. Rev. D, vol. 78, pp. 044002–+, Aug. 2008.

[359] E. Barausse and L. Rezzolla, “Predicting the direction of the final spin from the coalescence of
two black holes,” Astrophys. J. Lett., vol. 704, pp. L40–L44, 2009.

[360] M. Kesden, G. Lockhart, and E. S. Phinney, “Maximum black-hole spin from quasi-circular
binary mergers,” ArXiv e-prints, May 2010.

[361] M. Volonteri, P. Madau, E. Quataert, and M. J. Rees, “The Distribution and Cosmic Evolution
of Massive Black Hole Spins,” Astrophys. J., vol. 620, pp. 69–77, Feb. 2005.

[362] A. R. King and U. Kolb, “The evolution of black-hole mass and angular momentum,” Mon. Not.
Roy. Astron. Soc., vol. 305, pp. 654–660, 1999.

[363] K. Belczynski, R. E. Taam, E. Rantsiou, and M. van der Sluys, “Black Hole Spin Evolution:
Implications for Short-Hard Gamma-Ray Bursts and Gravitational Wave Detection,” Astrophys.
J., vol. 682, pp. 474–486, July 2008.

223



Bibliography

[364] S. R. Dolan, “The Quasinormal Mode Spectrum of a Kerr Black Hole in the Eikonal Limit,”
2010.

[365] B. Carter, “Global structure of the Kerr family of gravitational fields,” Phys. Rev., vol. 174,
pp. 1559–1571, 1968.

[366] D. Psaltis, D. Perrodin, K. R. Dienes, and I. Mocioiu, “Kerr Black Holes Are Not Unique to
General Relativity,” Physical Review Letters, vol. 100, pp. 091101–+, Mar. 2008.

[367] E. Barausse and T. P. Sotiriou, “Perturbed Kerr Black Holes Can Probe Deviations from General
Relativity,” Physical Review Letters, vol. 101, pp. 099001–+, Aug. 2008.

[368] T. P. Sotiriou and V. Faraoni, “f(R) theories of gravity,” Reviews of Modern Physics, vol. 82,
pp. 451–497, Jan. 2010.

[369] D. Wands, “Extended gravity theories and the Einstein–Hilbert action,” Classical and Quantum
Gravity, vol. 11, pp. 269–279, Jan. 1994.

[370] R. C. Myers and M. J. Perry, “Black Holes in Higher Dimensional Space-Times,” Ann. Phys.,
vol. 172, p. 304, 1986.

[371] B. Carter, “Hamilton-Jacobi and Schrodinger separable solutions of Einstein’s equations,” Com-
mun. Math. Phys., vol. 10, p. 280, 1968.

[372] S. A. Hughes, “The evolution of circular, non-equatorial orbits of Kerr black holes due to
gravitational-wave emission,” Phys. Rev., vol. D61, p. 084004, 2000.

[373] S. A. Hughes, “Evolution of circular, non-equatorial orbits of Kerr black holes due to
gravitational-wave emission. II: Inspiral trajectories and gravitational waveforms,” Phys. Rev.,
vol. D64, p. 064004, 2001.

[374] E. Barausse, S. A. Hughes, and L. Rezzolla, “Circular and non-circular nearly horizon-skimming
orbits in Kerr spacetimes,” Phys. Rev., vol. D76, p. 044007, 2007.

224


	Preface
	Introduction
	I Black holes in Anti de Sitter space
	Black holes and Anti de Sitter/Condensed Matter duality
	A new approach to strongly coupled field theories
	AdS/CFT correspondence in a nutshell
	Holographic properties of AdS black holes

	Charged dilatonic black holes in AdS
	Introduction
	Instability of AdS-RN black holes in Einstein-Maxwell-dilaton gravity
	Numerical solutions of the field equations
	The zero temperature limit
	Holographic properties of the new black hole solution
	Conclusions
	Appendix: Scalar hairs in the probe limit. Schwarzschild-AdS background

	Phase transitions and holography of dyonic black holes in AdS
	Introduction
	Instability of dyonic AdS-RN black holes
	Dyonic black holes with scalar hairs
	Holographic properties of DDBHs
	Purely magnetic black holes
	Discussion

	Breit-Wigner resonances and the quasinormal modes of AdS black holes
	Introduction
	Quasi-bound states in SAdS black holes
	Long-lived modes in the eikonal limit
	Conclusions and outlook

	Scalar hairs and exact vortex solutions in 3D AdS gravity
	Introduction
	Dynamics of a complex scalar field in 3D AdS spacetime
	Scalar hairs
	Linear form of the field equations
	Black hole solutions with real scalar hairs
	Vortex solutions
	Conclusions


	II Signatures of black holes beyond General Relativity
	Black holes in alternative theories of gravity
	Do we really need some alternative to General Relativity?
	The hairy black holes zoo
	No-hair theorem tests
	Alternative theories of gravity. Two cases studies.

	Gravitational signature of black holes in Dynamical Chern-Simons gravity
	Introduction
	Perturbation equations and dynamical stability
	Numerical approach
	Numerical results
	Discriminating the QNMs: no-hair tests
	Conclusions
	Appendix: Ghost-like instabilities for <0 

	Black holes in Einstein-Dilatonic-Gauss-Bonnet gravity
	Introduction
	Spherically symmetric BHs in Einstein-Dilaton-Gauss-Bonnet theory
	Linear stability analysis
	Slowly rotating BHs in EDGB theory
	BH Geodesics in EDGB theory
	Discussion
	Appendix: Linear stability analysis: axial perturbations
	Appendix: Slowly rotating Kerr black holes in the Hartle approximation


	III Black hole mimickers
	Are really black holes out there?
	Gravitational-wave signature of a thin-shell gravastar
	Introduction
	Equilibrium model
	Gravitational perturbations
	Numerical Results
	Gravitational perturbations by a point particle
	Gravitational flux from gravastars and black holes
	Conclusions and outlook
	Appendix: Perturbation equations and matching conditions
	Appendix: The continued fraction method
	Appendix: High-compactness limit

	Gravitational instabilities of superspinars
	Introduction
	A simple model of superspinar in four dimensions
	Perfect mirror 
	Absorbing boundary conditions (horizon-like surface at r=r0)
	Modes with l=m1 and physical origin of the instability
	Conclusions
	Appendix: Geodesics in D-dimensional Kerr spacetimes


	Conclusion and perspectives
	Bibliography

