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Abstract

The gravitational wave detectors at the LIGO Observatories have achieved record sensi-
tivity to gravitational-waves produced by astrophysical systems. The LIGO Scientific Col-
laboration has analyzed data taken in several science runs, searching for different signals.
We describe a search for black holes with less than a solar mass in the LIGO data taken from
February 22 to March 24, 2005. No gravitational waves were found, and an upper limit was
set on the rate of mergers of such binary systems. This search, as well as other searches for
binary systems, are affected by non-stationary noise. We describe the sophisticated pipeline
that attempted to reduce the false trigger rate while maximizing the sensitivity to simulated
signals. Details regarding this search and interpretation of this search are presented along
with new strategies to increase the confidence in detection through signal based vetoes and
better template waveforms.
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1. Introduction: Gravitational-Waves and the
LIGO Detectors

1.1 Gravitational-Waves

General relativity asserts that the curvature of space-time causes gravity. The presence of
matter curves space-time and the curvature in turn determines the behavior of matter. The
space-time metric provides a way to measure the distance and time between points in the
curved space-time. This metric is not static and changes as the matter moves (1). For a
dynamic system of sufficiently high mass, the metric can remain non-stationary far from the
matter source even though the gravity is negligible. The non-stationarity propagates as a
wave travelling at the speed of light changing the measured distance between local points as
it passes. This phenomenon is known as a gravitational-wave. The effects of gravitational-
waves are small and have not been directly observed.

The lack of direct observation is not without effort. In the 1960’s Joseph Weber pioneered
a method to directly observe gravitational radiation. He developed what are now referred to
as Weber Bars. These instruments were ~ 1 meter bars of solid aluminum with resonance
frequencies of ~ 2 KHz. A passing gravitational-wave could excite the resonance mode
and sensors affixed to the bar could register such an excitement. In a series of Physical
Review Letters (2; 3; 4) Weber described measuring coincident events between geographically
separated bars (2), described that some events found in coincidence with three detectors had
a high probability of being gravitational-waves (3), and even concluded that the events
seemed to be related to a source at the center of the Galaxy (4). This caused a stir in
the scientific community since the amplitude that he measured was significantly higher than
what was expected from theory. Groups began to build their own Weber Bars but no group
was able to verify Weber’s claims that his events were gravitational-waves, citing errors in
his data analysis procedures (5).

Even though Weber’s claims of gravitational-wave detections were refuted, his work in-
spired experimenters to produce better detectors and analysis methods. One of the detec-
tion strategies proposed was to use laser interferometers. This technique has been realized
through the current world-wide effort to detect gravitational-waves using the Laser Interfer-
ometric Gravitational-wave Observatory (LIGO) (6) and other detectors such as GEO (7),
TAMA (8) and VIRGO (9).

Since a gravitational-wave changes the distance between two separated points rather than
displacing an object by an absolute distance, the effect is commonly described in terms of
strain, which is defined as the change in length divided by the total length. An example of
how a gravitational-wave changes coordinate distances is given in figure 1.2.

1.1.1 Motivation for Searching for Compact Binary Coalescence

A binary system of compact objects, e.g. neutron stars or black holes, produces gravitational-
waves, which if close enough to the detector could have detectable strain. It is expected that
gravitational radiation drives the evolution of such binaries causing them to inspiral and
coalesce as gravitational-waves carry off their energy and angular momentum. Gravitational
radiation from compact binary coalescence is proved to exist based on observations of the



Figure 1.1: The three LIGO detectors at two sites, LHO in Hanford, WA USA and LLO in
Livingston, LA USA, the British-German detector GEQO, the French-Italian detector VIRGO
and the Japanese detector TAMA form a world-wide network of interferometric gravitational-
wave detectors. (image from wikimedia.org)

first binary pulsar PSR B1913+16 (10; 25). The shrinking orbit of this system is consis-
tent with gravitational radiation to within 0.2 % (26); Gravitational radiation has not been
observed directly from this system because no current detectors are sensitive to its very
low frequency (< 1mHz) radiation. However, if PSR B1913+16 were about to coalesce it
would be a very bright gravitational-wave source, detectable by LIGO and other detectors.
The characteristic strains, h. at a given frequency, f. and waveforms for binary systems are
known. The strains are approximately (11),
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where M is the total mass and p is the reduced mass. Many other sources of gravitational
radiation could exist producing comparable strains to (1.1).

Isolated neutron stars in our Galaxy might alone be gravitational-wave sources. If the
neutron stars are not cylindrically symmetric, and spinning rapidly, they will radiate energy
in gravitational-waves. This may explain the spin down of known pulsars. Recently upper
limits on gravitational-wave emission from 78 known pulsars were set with LIGO data (12).
Additionally analysts have done a “blind” all sky search looking for unknown pulsars, or
isolated neutron stars, through gravitational-wave emission (13). There are many types
of unmodeled, or poorly modeled gravitational-wave sources. Among these are supernova
core collapse and gamma-ray engines. These systems are likely to produce short duration,
perhaps broad band gravitational-wave signals. These “burst” signals have also been recently
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Figure 1.2: The effect of gravitational-waves on distances between points. This grid repre-
sents the metric on the 2 dimensional space of this page. As the gravitational-wave passes
through the page the distances in the x and y directions of the grid shrink and expand.
Gravitational-waves have two possible polarizations. Shown is the “plus” polarization. The
“cross” polarization is rotated by 45°. One would measure different distances between free
masses in the path of a gravitational-wave depending on the time of the measurement. LIGO
attempts to measure the time varying metric with a laser interferometer because the light
output will be modulated by the strain as shown in the partial sinusoid below. (see next
section).

constrained (14). The effect of many weak unmodeled sources, including gravitational-waves
left over from quantum fluctuations at the beginning of the Universe, has been analyzed
through searching for a “stochastic background” of gravitational-waves (15). The focus of
this work, however, will be on the detection of binary systems, where upper limits have also
been recently presented (16).

1.2 The LIGO Detectors

In order to detect gravitational-waves from inspiraling binary systems, a gravitational-
wave detector must be sensitive to the changes in coordinate distances between free masses
as described in figure 1.2 at amplitudes given by equation (1.1). A simple Michelson in-
terferometer can measure the relative change in distance between its two orthogonal arms
by recording the light power output at the beam splitter. If the arms are the same length
(up to a wavelength of the light), the fields will constructively interfere resulting in a bright
output. As the arm’s length changes differentially, the change in distance causes the light to
interfere destructively, dimming the light, until it is dark. A gravitational-wave propagating



orthogonally to the plane of the interferometer will cause the path length of the light to differ
in each arm, as demonstrated in figure 1.2. The change in length will result in a change in
the light power output.

Laser Interferometric Gravitational-wave Observatory (LIGO) is a three detector net-
work of interferometric gravitational-wave (GW) detectors located in two observatories in
the United States, Hanford, Washington (LHO) and Livingston, Louisiana (LLO). The de-
tectors attempt to measure gravitational-wave strain using a power-recycled Michelson in-
terferometer with Fabry-Perot-cavity arms. LHO has two detectors called H1 (4 km arm
length) and H2 (2 km) while the LLO site has one detector called L1 (4km). In order to
measure strain of the magnitude given by equation (1.1), LIGO’s optical design must be
more complicated than a Michelson interferometer. The key to LIGO’s strain sensitivity is
its long arm lengths. Fabry-Perot cavities, which employ a set of partially reflective inner
mirrors that cause light to circulate multiple times in the cavity, allow the phase difference
caused by strain to accumulate as if LIGO’s arms were effectively longer. A diagram of the
simplified LIGO optical configuration is given in figure 1.3.
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Figure 1.3: Simplified optical layout of LIGO (courtesy of Rupal Amin). LIGO is a power
recycled laser Michelson interferometer with Fabry-Perot cavity arms. A gravitational-wave
propagating perpendicular to both arms will change the distances between the mirrors in a
similar fashion to figure 1.2. The light circulating in the cavity of one arm accumulates a
phase difference with the other arm which changes the power observed at the detector port.

LIGO has collected data during five science runs. Its first science run, S1 (science run
number one) began in 2002. It has since completed three additional science runs S2 (2003),
S3 (2004) and S4 (2005), each contributing between 30 and 60 days of run time. Its most
recent science run S5 ended in October 2007 and lasted for two years collecting 1 year of
triple coincident data.

1.2.1 Noise Sources and Properties

LIGO detectors are limited by noise sources which mimic the strain of a passing gravitational-
wave. The frequency dependence of the noise results in an effective bandwidth over which



LIGO is sensitive to the kind of strain magnitude given by equation (1.1) (17). Seismic
motion, although attenuated by passive and active seismic isolation (20), limits the ability
to measure strain below ~ 40Hz. This is the frequency below which sources would have to be
very bright in order to be detectable. At high frequencies the noise is dominated by photon
shot noise, which at ~ 2000 Hz is roughly the same amplitude as the seismic noise at 40 Hz
(~ 2 x 10~ strain/v/Hz) for L1 and H1. The noise has a minimum at ~ 150 Hz where it
is ~ 2 x 10~ %strain/v/Hz and is dominated by thermal noise. 40-2000Hz is the bandwidth
over which LIGO is most sensitive to inspiraling binary systems.

The frequency dependence of noise is measured by the noise power spectral density (PSD),
Sn(f). The PSD gives the power per unit frequency. Integrating it over all frequencies gives
the average power of the signal. The Fourier transform of the detector data s(t) is

S(f) = / s(t)e=2miftd (1.2)
and its inverse is defined as,
s(t) = / 5(f)e*miftaf (1.3)
One can define the PSD in the limit that the signal duration 7" — oo as
N SR
Su(f) = Jim Z5()F () (1.4)

For a special case, called stationary noise, the PSD is the Fourier transform of the auto-
correlation function, A of the detector output, s(t). If the detector output has a zero mean
the auto-correlation function is defined as (21),

+T/2
A(t,7) = (s(t) s(t — 7)) = lim l/t s(t)s(t' — 7)dt’ (1.5)

In general the auto-correlation is a function of two variables ¢,7. Noise that is stationary
has an auto-correlation function that does not depend on the absolute value of time, but
only on the relative time difference between two points. In other words,

1 T/2
A(T)stationary = A(0,7) = lim —/ s(t') s(t' —r)dt’ (1.6)
Taking the integration limits to be oo, using the Wiener-Khinchin theorem,
. 1 > ~ * ~ —2mifT
A(T)stationary = 711_{20?/ S(f) S(f)e 2mif df (17)
This shows that the PSD is the Fourier transform of the autocorrelation,

The amplitude spectral density (ASD) is defined as /.S, (f).



This picture of the PSD is the most useful for discussion. By neglecting low frequency
periodicity, where |f| < 1/7 the PSD may be estimated by truncating the auto-correlation
function to a finite time 7. This results in a discrete number of frequencies allowed. LIGO
data is digitized and is thus already discrete by time steps that are the reciprocal of the
sampling rate f;. The frequencies are bounded by the sampling rate fs but the resolution is
limited by the duration of the sample 7. Stationary noise allows this quantity to be computed
for any start time. The PSD will not be time dependent for stationary noise. Within the
resolution mentioned above it is possible to get a better estimate of the PSD by averaging
(or taking the median) of several instances of the discrete PSD. This is how the PSD is
estimated for compact binary searches in LIGO data (see chapter 2). An example of the S5
noise amplitude spectral density is shown in figure 1.4.
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Figure 1.4: LIGO noise amplitude spectral density. The low frequencies are dominated by
seismic motion. The high frequencies noise are dominated by shot noise. 40-2000Hz is the ef-
fective bandwidth where LIGO is sensitive to the systems with characteristic strain described
by equation (1.1). Some massive binary systems will not reach 40Hz in gravitational-wave
frequency and are thus not detectable (see chapters 2 and 4.



Non-stationary noise can have a time-dependent PSD. LIGO noise is generally non-
stationary over some time scales. The remainder of this work will somewhat artificially
describe two time scales over which the noise is non-stationary. The long time scale is one
where the non-stationary features are longer than the correlation time, 7. For example,
LIGO detectors have different sensitivity during the night than during the day because of
man-made noise during business hours. By measuring the PSD over minute time scales the
transition from day-to-night sensitivity is comparatively slow such that the noise during each
estimate of the PSD is roughly stationary. Data can be analyzed over these short time scales
to capture the slowly varying non-stationary characteristics. It is also possible for the noise
to be non-stationary over shorter time scales than the PSD estimate. If the non-stationarity
is much shorter than 7 it does not influence the PSD (especially if averaging is done) but
can cause serious problems in data analysis. These short non-stationary noise components
are referred to as glitches or transients. Glitches can mimic gravitational-wave signals and
are responsible for higher than expected false alarm rates from stationary noise in LIGO
searches for compact binary coalescence (see chapters 2, 5 and 6).

1.3 The LIGO Scientific Collaboration

The LIGO Scientific Collaboration (LSC) is an international collaboration with presently
over 600 members from nearly 60 institutions (18). The primary functions of the LSC are
summarized in this excerpt of the LSC charter (19),

LSC Mission: The LIGO Scientific Collaboration (LSC) is a self-governing collabo-
ration seeking to detect gravitational-waves, use them to explore the fundamental physics
of gravity, and develop gravitational-wave observations as a tool of astronomical discov-
ery. The LSC works toward this goal through research on, and development of techniques
for, gravitational-wave detection; and the development, commissioning and exploitation of
gravitational-wave detectors. No individual or group will be denied membership on any basis
except scientific merit and the willingness to participate and contribute as described in this
Charter.

LSC Responsibilities: The LSC is the entity within LIGO that carries out LIGOs
scientific research program. Memoranda of Understanding between member groups and the
LIGO Laboratory establish the individual group responsibilities to allow the LSC' to perform
the following functions:

a. establish the overall data analysis strategy, goals, and time-line, and carry out the data
analysis program
b. identify priorities for research and development, and carry out the RED program

c. carry out an outreach program to communicate LIGOs activities and goals to the public,
and to provide educational opportunities for young people

d. disseminate the results of the data analysis program and the RED program
e. participate in the scientific operations of the LIGO detectors

f. perform internal evaluation of progress in data analysis and RED, making adjustments
as necessary

The LSC has four astrophysics working groups that are involved in data analysis, inter-
pretation, and the preparation of publications and presentations of the results to the general
public. The working groups are roughly based on the types of gravitational-wave sources
mentioned previously. The four groups focus on, but are not limited to,



Compact binary coalescence — This working group searches for gravitational-waves
emanating from the inspiral and merger of binary compact objects.

Continuous wave sources — This working group attempts to find continuous gravitational-

wave sources such as those arising from deformed neutron stars (pulsars). This group
conducts directed searches for known pulsars and all sky searches.

Stochastic sources — This working group attempts to find a stochastic gravitational-
wave background, which could be the sum of multiple unresolved sources, or the rem-
nants of gravitational-waves created in the early universe.

Unmodeled burst sources — This working group searches for short duration, but
otherwise unmodeled gravitational-wave signals. These could arise from super nova,
gamma ray bursts, or some other unknown phenomenon.

My role in the LSC thus far has been to work in the compact binary coalescence group
conducting searches and interpreting results. A large fraction of the material in this thesis
will describe work I conducted within the LSC. However, the opinions presented are my own
and do not reflect those of the collaboration.

1.4 Description of the Remaining Chapters

The following chapters describe how to search for compact binary coalescence in non-
stationary LIGO data and how to interpret the results. Chapter 2 describes a search for
sub solar mass compact binaries in LIGO’s fourth science run (S4). The search resulted in
no plausible gravitational-wave candidates (16). However, it did result in establishing an
upper limit on the rate of such events in the universe. Chapter 3 describes a key part of the
astrophysical interpretation of searches - as rate upper limits - in terms of the nearby host
galaxies for such systems. It also discusses how to extend the rate upper limit calculations as
searches become more sensitive. Chapter 4 discusses one way in which modern advances in
numerical relativity, and theory, can impact LIGO searches for compact binary coalescence
by better predicting the end of inspiral phases for binary systems. The result is that longer
inspiral phases may result in a more detectable signal for some binaries. One of the recurring
themes in chapter 2 is the non-stationarity of LIGO noise and its effect on searches for
compact binary coalescence. Chapters 5 and 6 discuss ways to combat the ill effects of
non-stationarity in searches for compact binary coalescence. Chapter 5 discusses how to use
one of LIGO’s auxiliary data channels to measure times of transient noise sources and veto
candidate events at those times. Chapter 6 examines new computationally efficient ways of
performing chi-squared tests on the data to check the goodness of fit with the expected wave
forms. Chapter 7 provides some concluding remarks.



2. Search for Sub-Solar Mass Compact
Objects in LIGO’s Fourth Science Run

2.1 Introduction

As mentioned in chapter 1, LIGO is sensitive to the gravitational radiation emitted by
the inspiral phase of compact binary coalescence (CBC) from combinations of neutron stars
(NS) and black holes (BH) for systems with total mass < 100M (16). The inspiral phase
is a succession of shrinking quasi-circular orbits driven by angular momentum loss from
gravitational radiation that ends when the binary has reached an innermost-stable-circular-
orbit (ISCO) (22) (see chapter 4). The binary then begins to plunge resulting in either a
single heavy neutron star or black hole. If the merger product is a black hole, it will oscillate
and radiate more gravitational-waves at its quasi-normal mode frequencies until radiation
damps the excitation (23). The gravitational-waves produced by the ring down are also
visible to LIGO for higher mass systems ~ 10 — 400M, (24). All systems above ~ 5000,
will merge and ring down at frequencies too low to detect with current-generation LIGO (see
chapter 1).

One of the LIGO Scientific Collaboration’s (LSC) goals is to detect gravitational radiation
from inspiraling compact objects or some other astrophysical source. Upon detection, LIGO
can provide confidence intervals on the rate of NS-NS, NS-BH and BH-BH mergers in the
nearby universe (33). In the absence of detection, LIGO can set upper limits for the rate
of compact binary coalescence (33; 16). The upper limit on rate is inversely proportional
to the observation time and to the population of binaries surveyed by LIGO. NS-NS binary
populations are expected to be proportional to the blue light luminosity of a galaxy, which
is measured in units of Lig = 10" x Lp in this work (see chapter 3). Knowing the blue
luminosity of galaxies within LIGO’s range provides the expected population of binaries
(34). Rates are a function of mass because the expected astrophysical merger rate is not
independent of mass nor is LIGO sensitive to all masses equally.

For LIGO’s third (S3: Oct. 31, 2003 — Jan. 9, 2004) and fourth (S4: Feb. 22 — Mar.
24, 2005) science runs the search parameter space of compact binaries was broken into
three mass ranges (16): {0.35-1.0} M, systems were called primordial black holes (PBH);
{1.0-3.0} M, systems were called binary neutron stars (BNS); {3.0-40} M., systems were
considered to be binary black holes (BBH). However, these searches would be sensitive to
any compact objects in the mass range, (e.g. the BNS search would be sensitive to stellar
mass black holes). Primordial black holes are called such because no stellar evolution process
can produce a black hole with a mass below about 1.4 M©® (28). However it is possible that
density fluctuations in the early Universe could lead to regions that collapsed into black
holes of somewhat arbitrary size depending on the model (29). It was thought that PBH
could explain the Massive Compact Halo Objects observed from micro-lensing (30) and the
implications for gravitational-wave detection were explored assuming that ~ 0.5M. PBHs
were in high abundance in our Galaxy (31). However this assumption is controversial (32)
Constraints on the masses of neutron stars observed in pulsar binaries are rather sharp and
may be about 1.35+0.04M (27). But even allowing for other models, the present LIGO
search range should be quite sensitive to neutron star binaries. Binary black holes have not
been directly observed. But black holes of a few solar masses are expected products of stellar
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evolution (though there is a maximum size since stars do not form on the Main Sequence
above ~ 120M, and their remnants will be much smaller (28)).

The S4 data set, which contained 576 hours of data sensitive to a range of ~ 10 Mpc,
yielded no detections but did provide rate upper limits for characteristic equal mass systems
with total masses {1.5, 2.8, 10} M, of {4.9, 1.2, 0.5} yr~! L, (16).

These rate upper limits can be compared to expected rates for these systems from pop-
ulation synthesis models and binary pulsar observations. NS-NS binaries are expected to

merge at a rate of about ~ 50 x 1()*6y1F1L1_01 (35; 16), whereas BH-BH merger rates may

be ~ 1 x 1075y~ 1L}; (36; 16). Clearly the upper limits provided by the fourth science
run are far from the expected astrophysical rates, thus making a detection unlikely with the
present LIGO detector. The two basic ways to increase the chance of detection and lower
the rate upper limit is to observe for a longer time, or to increase LIGO’s sensitivity. The
upper limits are most effected by changes in sensitivity because a 10 times greater range
gives 1000 times more space volume, and thus roughly 1000 times more L;ps and 1000 times
higher rate. There are currently plans to enhance LIGO and produce more sensitive detec-
tors in the coming years (39). Even without advanced detectors the sensitivity of a search
can be improved by reducing the false alarm rate. The CBC rate upper limit is based on
the loudest event that results from the search (37; 38). Non-stationary noise can impact the
rate upper limit negatively by producing a loud event caused by a spurious noise source.
Correctly accounting for data quality and introducing advanced signal processing techniques
helps to reduce the significance of the loudest event (see chapters 5 and 6) and increases the
sensitivity of the search.

In general attaining the best search efficiency and the lowest background event requires
advanced pipelines and intricate tuning (40). The focus of this chapter will be to show the
LIGO CBC search pipeline in action using the S4 PBH search, which I lead, as an exam-
ple. This chapter shows the matched-filtering-based CBC detection pipeline (41), which
cross correlates detector data with a template waveform, augmented by coincidence between
detectors, advanced signal processing techniques and sophisticated ways to measure the back-
ground events. These techniques would not be necessary if LIGO’s noise was stationary. This
chapter steps through the data analysis process used in the LIGO S4 search for primordial
black holes (PBH) leading to the rate upper limit result.

2.2 Pipeline

The LIGO CBC pipeline is a multi-stage process whereby intermediate data products
are produced then compared with other data products and eventually migrated downstream
resulting in a set of candidate events. The hierarchy is required because of the computational
burden of CBC searches in non-stationary LIGO detector data. Figure 2.1 shows the process
schematically.

2.2.1 Stage 1: Data Acquisition

As mentioned in chapter 1, a gravitational-wave incident on the LIGO detector will cause
a change in the relative optical path length in each arm. LIGO is normally locked into a “dark
fringe” by servo control loops, which apply the necessary forces to the mirrors, causing the
light in each arm to destructively interfere as it is recombined at the beam splitter (44; 45; 46).
The signals used in the control process capture the effects of a passing gravitational-wave
and counter the strain by moving the mirrors. The error and control signals are recorded.
While the recorded signals encode the gravitational-wave strain, they do not do so directly.
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The effect of the strain is changed as it propagates through the servo loops by the optical
response of LIGO’s Fabry-Perot cavities and by the various analog and digital electronics
involved in the control process. For this reason the signal must be calibrated (44; 45; 46).
Once the appropriate response function is applied to the recorded signal, it represents the
strain to sufficient accuracy for data analysis (43). From here forward I'll assume that the
appropriate calibration has been applied to the data stream and will henceforth refer to
LIGO data in units of strain.

LIGO data is digitally sampled at 16384Hz and recorded contiguously. For the S4 PBH
search the data is further down-sampled to 4096Hz. The contiguity of data useful for science
is broken when the interferometer goes out of lock or suffers from some known pathology
(issues of data quality will be discussed later, see table 2.4). Most inspiral data analysis is
done “off line” on relatively small blocks of archived data. All blocks are the same size and
the size is determined by two criteria: 1) the duration of the inspiral signal in the measurable
band (about 40-2000Hz), which is ~ 1 minute for a solar mass binary, and 2) the estimation
of the noise power spectral density (PSD). These blocks form the basic unit of the power
spectral density estimate introduced in chapter 1. The S4 PBH search used 2048 second
blocks.

All inspiral analysis routines rely on an accurate measure of the power spectral density
(47). It is important that the power spectral density is not biased by the gravitational-wave
signal or by glitches. The PSD is estimated using longer blocks of data than the signal
but shorter than the long scale time variations in sensitivity as discussed in chapter 1. For
inspiral data analysis the PSD is estimated by taking the median of 15 50%-overlapping
segments each 256s long in a 2048s block of contiguous data. If a signal or glitch exists in
just one of the segments it will not bias the estimate of the median PSD (47) over the block.
The block is the main unit of data analysis and is passed into the remaining stages of the
data analysis pipeline. A schematic of the pipeline is given in figure 2.2. A plot of the S4
noise ASD - which is the square-root of the PSD - is shown in figure 1.4.

Each LIGO detector has its own data set and therefore its own PSD. Several stages of the
pipeline (template bank generation, matched filtering and signal based vetoes) require the
PSD estimate of the individual detectors. The next section will address how various systems
are searched for by constructing banks of template waveforms that match the expected
astrophysical signal. The construction of these banks relies on the noise PSD and will be
based on the 2048s block introduced above.

2.2.2 Stage 2: Template Banks

LIGO is not equally sensitive to all binary inspirals with a similar incident flux of gravita-
tional radiation. LIGO’s sensitivity to a system depends on how long the system is expected
to radiate at frequencies with the lowest noise (~ 40 — 2000Hz). PBH, BNS, and BBH
inspirals all begin their evolution well below 40Hz but their merger frequencies are quite dif-
ferent. Some systems merge before ever reaching LIGO’s sensitive region, and some merge
after they have already left. Merger frequencies can be estimated by the innermost stable
circular orbit (ISCO) (see chapter 4), which for a test particle orbiting a Schwarzschild black
hole is parametrized by total mass as fisco = 1600Hz x (2.8 M, /Miota1) (33). For this reason,
there is a clear upper bound in mass that LIGO can detect (i.e., merger frequencies much
below 40 Hz will not be detectable). However merger frequency is not the only factor in
determining detectability; signal duration also depends on mass ratio and asymmetric mass
systems radiate longer in the span between 40 Hz and ISCO. A binary system with a total
mass of ~ 40M, will coalesce at ~ 100Hz for all component mass configurations, but a {39,
1} Mg, pair lasts for over 2s, whereas an equal mass {20, 20} pair lasts only 0.2s. Longer
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Figure 2.2: Diagram of how strain data is used for inspiral data analysis. The 2048s block
is the main unit of data throughout the pipeline. The PSD is estimated from the median
of overlapping 256s segments. Signals are searched for within the overlapping regions. The
2048s blocks used in PSD estimates are necessary because LIGO’s noise changes over rel-
atively short time scales. The PSD measured at one time can significantly differ from the
PSD measured at another time. This is the first way in which non-stationary noise impacts
LIGO searches for compact binary coalescence.
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signals that span the same frequency range are generally more detectable if their amplitude
is similar. However equal mass binaries radiate the most energy and are thus more detectable
in a given volume of space than their asymmetric counterparts.

Current searches for compact binary coalescence use matched filtering, which requires
template waveforms to characterize the expected signal from compact binary coalescence (16).
Searches for primordial black holes rely on the post-Newtonian method which parametrizes
the general relativistic interaction of two bodies in powers of v = M) where M is mass
and Q is the orbital frequency. For PBH searches, the second order approximation (2PN)
suffices to generate accurate template waveforms. Because matched filtering is computa-
tionally most efficient in the frequency domain, it is useful to have waveforms available in
the frequency domain to avoid the computational cost of having to Fourier transform time
domain waveforms. The PN model has a frequency domain representation via the stationary
phase approximation (49; 50). The waveforms are

~ 1M .
hf) = (Dpc> Annpef /eI (2.1)
eff
B (WM)1/3G5/6 5 1/2
Avpe = — a2 \: (2.2)

U(fi M, p) = 2mfto—2¢0 —7/4

3 [ . (3715 55\ _, fQ
- e g -1
[” ( 756 9 ") Y omv }

n ilfl 15293 365 n 27145 N 3085 , (2.3)
128 508032 | 504 | 72 '
GMnf 1/3
v o= ( 3 ) : (2.4)
where M is the total mass of the binary m; + ms, p is the reduced mass defined as,
mq Mo
= 2.5
H= 7 (2.5)
7 is the symmetric mass ratio defined as,
po T (2:6)

(my +my)?

and ¢y is the coalescence phase (47).

An example of the waveform is given in figure 2.3. The quantity Dg is the distance in
Mpc at which an optimally oriented and located binary would produce the strain given by
Eq. 2.1. Tt is related to the binary’s physical distance by orientation of the binary plane and
the detector response:

D
Dett = (2.7)
VF2(1 4 cos?1)?/4 + F2(cost)?
1
F, = —5(1 + cos? 0) cos 2¢ (2.8)

Fy = cosfsin2¢ (2.9)
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Amplitude

Time

Figure 2.3: The waveform described in equation (4.12). The loss of angular momentum
from gravitational radiation causes the orbit to shrink and the frequency to increase. The
closer objects radiate even more and the frequency and amplitude of the gravitational wave
increases and the signal “chirps”. Because LIGO is sensitive to relatively high frequencies
the compact objects must be close before LIGO can detect their gravitational radiation.
Typically the radiation lasts at most a few minutes in LIGO’s frequency band.

where F, and F, are LIGO’s antenna response function to the plus and cross polarizations
(52), D is the binary’s actual distance, ¢ is the inclination and 6, ¢ are the spherical coor-
dinates of the sources sky position with respect to axes defined by LIGO’s arms. The next
chapter will discuss how effective distance is important in the calculation of merger rates
using LIGO.

The template bank stage of our data analysis pipeline generates a discrete bank of the
waveforms described by equation (4.12) for each detector and each block. The bank samples
a user-defined mass parameter space, which is generally limited on the low mass end by the
computational cost of filtering long templates and on the high mass end by the fact that
the merger frequencies become too low to be detectable with LIGO. The template spacing is
chosen by imposing a threshold on the expected loss of SNR for a signal that falls in between
one of the discretely chosen filters(83). For example the SNR loss allowed in the S4 PBH
search was 5% over a mass range of {0.35-1.0} M. An instance of an S4 PBH template
bank is provided in figure 2.4.

In order to make the template bank placement more quantitative I'll define the following

inner product between template waveforms izl( f) and ﬁ]( 1),

df (2.10)

(Rl fs My o) (5 My, 1)) / fout GO M) W30 )
iS5 M, i i\Js iy g = _
J VRN k) . f 7/3 Sn(f)
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Figure 2.4: Template banks are chosen to cover a parameter space (e.g. component masses
between 0.35M¢ and 1Mg) such that a real signal that falls in-between the discrete template
spacing would still produce > 1-9 of a perfect match SNR. The resulting spacing is a function
of mass, left. It is possible to find a coordinate transformation that make the spacing nearly
rectilinear, right. The coordinates are 7y o< mimem=>/3 and 73 o< myme m=2/3.

The loss in SNR between two templates is related to the mismatch (83), or the orthogonal
part of one template waveform to another. In other words we require,

<Ei<f;Mi7Mz‘)|ily(f 1))
\/(ﬁi(f;Muui)\ﬁi(fs M, ) YChy (f5 My, ) | (f5 My, )

that § be a small number (0.05). Holding § constant means that the template spacing can
be a function of the integration limits, masses and the noise PSD since each of these effects
the inner product. The lower cut off frequency was chosen to be 100Hz, instead of a possible
40Hz, in order to reduce the size of the template banks required to meet the minimal match
condition of § = 0.05 for the S4 PBH search !. The peculiar spacing in the mass-mass plane,
as shown in figure 2.4, can be made more regular by a change in coordinates (83), which
makes it easier to choose the template spacing.

As mentioned before, most of the complication of LIGO’s inspiral analysis pipeline comes
from the complications of non-stationary noise. The fact that the template bank has to be
computed every block is an example of this. When the noise PSD changes the inner product
between templates changes and the size of the bank required to meet a given SNR loss
requirement changes, see figure 2.5. Perhaps ironically, I'll demonstrate in chapter 6 how
the rigorous template placement scheme, which is here complicated by non-stationarity, can
actually be used to reject spurious triggers caused by non-stationarities. A table with a
summary of the S4 PBH template bank properties is given in table 2.1 (16).

—1-4 (2.11)

!The number of templates could have been reduced by increasing 6. However, we will see later that this
can reduce the power of signal based vetoes, which are used to reject false alarms. Additionally changing
the low frequency cut off had less impact on the sensitivity of the search than the equivalent change in §
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Template banks are re-

computed for each 2048 s block of science time since template spacing depends on the noise
power spectrum. The circles represent the template bank sizes of each detector for each 2048
s block analyzed, and the squares represent the sizes of the triggered template bank used in
the second inspiral stage.

Table 2.1: Summary of template bank properties.

The template bank size, for a constant

0 is a function of the component mass range, lower integration limit and template length.
The S4 PBH search is the most computationally burdensome search of the ones compared
because it requires the most templates.

Search Min. mass Max mass (Mg) fiow (Hz)  (#) Min. length Max length (s)
53,54 PBH 0.35 1.0 100 4500 3.9 22.1
S3 BNS 1.0 3.0 70 2000 1.6 10.0
54 BNS 1.0 3.0 40 3500 7.1 444
S3 BBH 3.0 40.0 70 600 - 1.6
54 BBH 3.0 80.0 50 1200 - 3.9
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2.2.3 Stage 3: Matched Filtering

Once template banks are generated they are passed to the next stage of the pipeline,
which is matched filtering the data. The LIGO matched filter engine cross correlates each
template waveform in the bank, h;(f), weighted by the inverse of the noise PSD, S,,(f), with
the Fourier transformed detector output, s(f). If the correlation crosses a set threshold then
a trigger is generated and its parameters are stored for later stages of the pipeline. More on
the details of matched filtering can be found in chapter 6. For now it is sufficient to know
that the matched filter produces a complex output from the Fourier transformed template

and detector output
final E(f)*il(f)e%ift
z(t) =4 / df, 2.12
(t) . 5.0F) (2.12)

where the limits of integration, fio, and faua, are determined from the low frequency sen-
sitivity, which is fixed for a given search (see table 2.1), and the ending frequency of the
template waveform respectively. This output combined with the template normalization

. Jinath(f)*h(f)
2= (h(f),h = 4R, ——=( 2.13
= (), h(p) = 4Re [ Ty (213)
defines the matched filter SNR, p,
p= % . (2.14)

The ending frequency is typically chosen to be the frequency of the innermost stable circular
orbit of the Schwarzschild black hole having the total mass of the binary system. Chapter 4
discusses changing this restriction.

As mentioned before each template in the bank is filtered. Once a local maximum of the
filter output is found above some threshold a trigger is recorded. We only allow one trigger
to be recorded every 16s for a single template, (which is the correlation time of PSD used in
the matched filtering.) However since the templates are constructed to be highly correlated
(eq. 2.11), a single event may cause threshold crossings in many templates. An additional
maximization over the loudest trigger across the template bank for 10ms was done for the S4
PBH search. Figure 2.6 shows the triggers for one LIGO detector after the above described
clustering. Table 2.2 shows the key summary information recorded with a trigger. Figure
2.7 shows the histogram of H1 triggers vs SNR.

In Gaussian, stationary noise the signal-to-noise ratio (SNR) given by a matched filter
is a sufficient indicator of significance. A trigger is generated when the SNR crosses a set
threshold for a given filter and the threshold is directly related to the false alarm probability.
The higher the threshold, the more likely it is that a trigger is real. In order to estimate the
false alarm probability in LIGO CBC searches consider the definition of SNR, p = |z|/o. In

Gaussian noise z/o = a + bi where each a and b are normally distributed random variables
with unity variance (see chapter 6 for proof of this in simplified case that it is real). 22 is

a? 4 b?, which is chi-square distributed with two degrees of freedom and the absolute value
of z is therefore chi distributed with 2 degrees of freedom (53). This results in a probability
density function for the p of a single template which is a Rayleigh function (53)

p(SNR = p) = pe /2 dp (2.15)
Therefore the probability of getting a single template SNR greater than p is
P(SNR > p) = ¢ **/? (2.16)
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Table 2.2: S4 PBH parameters recorded with an example trigger. Other important param-

eters are derivable from these.

’ Parameter \ Value \ Units ‘
end time 793202970.07007 | GPS seconds
template duration 7.01479 seconds
effective distance 3.7297 Mpc
coalescence phase -0.2603 radians
mass 1 0.9193375 solar mass
mass 2 0.5221967 solar mass
final frequency 3050.344 Hz
SNR 16.0550 dimensionless

6F SNR THRESHOLD/

0 200 400 600

Figure 2.6: Typical S4 PBH SNR vs. time for a single detector.
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Figure 2.7: Histogram of triggers vs SNR for S4 PBH in H1 only (537 hours of data). Non-
stationary noise produces a high number of large SNR false triggers. Our ability to make
detections would suffer without coincidence, signal based vetoes and data quality checks
described in the next sections.
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The probability of obtaining = templates with an SNR greater than p out of n trials is (54)

n!

P(z;SNR > p,n) = e — P2y (2.17)

zl(n —z)!

Now to answer how often a single trial out of n has an SNR greater than p we can first
evaluate the probability that none of them do and realize that the probability we seek is
simply what is left over. In other words the probability that at least one template out of n
trials has an SNR greater than p is

P(SNR, > p) =1 —P(0,SNR > p,n) = (1L —e 7/ (2.18)

~ ne "2 (2.19)

Where the last line holds in the limit that e7*/2 < 1 (or p 2 3). This gives the probability
that at least one template will have and SNR greater than p in n trials of Gaussian noise.
The S4 PBH search used 4500 templates? in 537 hours of H1 data at 4096Hz sampling rate,
which means that the SNR was calculated for n = 4500 x 537h x 3600s/h x 4096 H z trials.
The number of triggers above SNR 6.5 for the S4 PBH search in H1 alone is about 24000.
This is consistent with the number observed in figure 2.7. However, there should be no
triggers above SNR 8 from Gaussian-stationary noise by the above argument. This is clearly
not what is observed. Non-stationarity causes the excess number of high SNR triggers.

2.2.4 Stage 4: Coincidence

Once triggers are found in a single detector by matched filtering they are checked for
parameter consistency and time delay with triggers from the other detectors; a set of triggers
having consistent parameters is considered an event. Requiring coincidence between the
triggers of separated detectors lowers the false alarm rates significantly because random
noise should be uncorrelated between geographically separated detectors (LHO and LLO are
separated by ~ 3000 km). We need to know what to expect of real signals in the pipeline
in order to tune our coincidence tolerances. Statistical or systematic errors could cause
the observed signal in one detector to have slightly different parameters than the signal
observed in another detector. We also want to know what to expect for triggers that are
clearly not gravitational-waves in order to reject as many of those triggers as possible during
the coincidence stage. The effect of real signals in coincidence is measured by a simulation
process known as “injection”, and the effect of background triggers is measured by a process
called time sliding. Both will be discussed in the following two sub-sections.

2.2.4.1 Measuring Background with Time Slides

In order to estimate the false trigger rate found in coincidence we identify accidental
coincidences created when sliding one detector’s data set against another in time (which we
call time slides) and varying the different coincidence rules. We can then measure how the
false trigger rate changes as a function of time and mass coincidence parameters. This gives
an accurate false rate since all time shifts are considerably longer than the travel time of a

2Considering the templates to be independent is reasonable because the bank spans a duration of ~ 18
seconds which means it spans 18*%4096 independent points in frequency space (see chapter 6) Thus it only
covers ~ 1/18 of the space making it likely that many of them are linearly independent.
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gravitational wave between detectors. In the absence of correlated noise this method works
well.

Time slides are done over coincident detector time by holding one detector’s data set
constant and shifting the other data sets by 5 seconds between H1 an L1 and 10 seconds
between H1 and H2. In order to obtain reasonable statistics we perform 100 time shifts. In
order to keep the time analyzed constant in each shift the slides are done as if they were
on a ring (i.e. the data sets are wrapped around from the end to the beginning in order to
preserve the length of each time slide). The mean and standard deviation of the 100 time
slides give us an estimation of the background. Unfortunately the co-located H1 and H2
detectors have correlated noise and time slides do not sufficiently estimate the background
for searches only using H1 and H2.

2.2.4.2 Measuring Detection Efficiency With Injections

The coincidence stage requires simulations to gauge the effects of a real signal in LIGO
noise and assess our abilities to make a detection with a given set of parameters. One sim-
ulation method, known as hardware injection, is performed by actuating the test mass of
LIGO’s arms using a specific waveform that is consistent with the expected strain caused
by a compact binary inspiral (55). This method provides the most accurate and realistic
way to simulate a signal. However, hardware injections reduce the data set available to ana-
lyze. It is therefore impractical to gauge the effects of coincidence with hardware injections.
The hardware injections serve more to diagnose the instrument than to tune the detection
pipeline, though they are useful for the latter as well in some cases such as determining safe
methods of vetoing false alarms using auxiliary data channels, since the hardware injections,
like real GWs, should only be visible in the GW data channel. If hardware injections in-
fluence other channels those channels are not considered to be safe for defining vetoes. See
chapter 5 about one way hardware injections can be used. No hardware injections of PBH
waveforms were performed during S4. However the search was sensitive to BNS injections
and sine-Gaussian waveform injections as is shown in figure 2.8.

The second method of simulating binary inspiral signals is to add waveforms to the
data stream as it is read in by the analysis software. Such “software injections” have no
effect on the live-time of the detector and can be repeated as many times as necessary
within computational time constraints (16). We vary the coincidence criteria and assess
how software injections behave in the pipeline as a function of time and mass coincidence.
We make every effort to minimize our chance of false dismissal by ensuring that nearly all
injections at detectable amplitudes survive coincidence. The ratio of injections found in
coincidence to the total number injected gives a detection efficiency. Detection efficiency is
key in the astrophysical interpretation of a search as described in the last section of this
chapter.

2.2.4.3 Tuning Coincidence Windows

We tune the coincidence thresholds in end time ¢, chirp mass, M and symmetric mass
ratio, n for the triggers by using software injections and time slides. Chirp mass is defined
as

B (ml m2)3/5

In order to tune coincidence windows we histogram the end time difference At, chirp mass
difference, AM and symmetric mass ratio difference én between detectors for injections and
time slides. We then choose thresholds that allow all of our injections to pass while rejecting
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Figure 2.8: S4 PBH Triggers caused by hardware injections (vertical dotted lines) in partially
overlapping blocks of H1 (red) and L1 (green) data. These triggers survive the 16s per
template maximization and the 10ms template bank maximization. Trigger sets like this
proceed to the coincidence stage of the pipeline where they will be compared in time and
mass parameters. No PBH waveforms were injected into the detector during S4 (though
many software injections were done). The first injection (first dashed line) was a neutron
star binary waveform (1.4 Mg component mass). Although the PBH search was not intended
to detect such signals it did produce some triggers. The remaining hardware injections were
sine-Gaussian bursts. The S4 PBH search found some burst injections because they had a
very high injected amplitude, but most were not seen. This plot shows how a single glitch
could produce multiple triggers.
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the largest number of time slides. This method assures that we lower our false trigger rate
without effecting our detection efficiency. Figure 2.9 shows these histograms and table 2.3
summarizes the parameters chosen.

Table 2.3: Coincidence windows for the S4 PBH search. Windows are often a function of
mass, so other searches are shown for comparison. n = 0.06 is actually the full range of the
template bank. We are therefore not able to distinguish symmetric mass ratio accurately.
However chirp mass is known to a high accuracy.

Search AT AM  Ang
S4 PBH [0.35-1 M| 0.004 s 0.004 0.06
S3 BNS [1-3 Mg 0.006s 0.01 0.10
S4 BNS [1-3 Mg 0.006s 0.01 0.10
S3 PBH [0.35-1 M| 0.004 s 0.004 0.06

The false alarm probability of coincidence is given by the probability that the same
template has SNR greater than p twice. This is

2

P([SNR;,, SNR;,] > p) = n’e™” (2.21)

Coincidence between detectors can happen between different templates, which increases the
trial factor again. Assuming that template i can be coincident with m different templates j
the probability is (repeating the above analysis)

P([SNRi,, SNR;,] > p) = mne™” (2.22)

In order to estimate the factor m note that the chirp mass half width is 0.004. The 4500
template bank spans 0.57 in chirp mass. Thus as a crude estimate, there are 0.57/.008 =
71 coincidence “regions” for chirp mass in the bank. The time coincidence regions are fewer
because of the 10ms clustering over the bank. About 18ms is allowed for coincidence between
sites. This makes the time coincidence trial factor ~ 1.8. The number of trials that arises
from coincidence is then roughly m = 1.8 x 4500/71 = 114. This means that the total
number of trials in the 576 hours of coincident S4 PBH time is mn? = 576k x 3600s/h X

4096 H z x 4500% x 114 giving 9 expected triggers above SNR 6.5, with no triggers expected
above an SNR of 6.73.

2.2.5 Stage 5: Matched Filtering Again, with Signal Based Vetoes

Once a suitable set of coincident triggers is found the next stage is to repeat the matched
filtering, with additional signal processing techniques called signal based vetoes. These vetoes
were too computationally expensive to apply to the template bank produced by the first
stage. During this stage a template bank is made from only triggers found in coincidence and
is typically 10 times smaller than the original bank as seen in figure 2.5. The filtering stage

3 (42) assumed a different matched filtering prescription and coincidence criteria resulting in a different
false alarm rate than what is currently used in LIGO data analysis.
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Figure 2.9: S4 PBH parameter difference histograms. Top left: The H1 injections are
recovered with accurate chirp mass. Top right: The H1, L1 coincident injections are found
with similar chirp mass accuracy. Middle left: The symmetric mass ratio is poorly recovered
for H1 injections (the bank only spans 0.18-0.25). Middle right: The symmetric mass ratio
found between H1 and L1 is also poor (i.e. it is the same for injections as it is for time slides.)
Bottom left: The end time is recovered to within 4ms for H1 injections. Bottom right: The
time difference between sites has an extra 10ms possible delay from the GW travel time.
Therefore the time difference is roughly 4ms plus the 10ms delay.
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is run only on times when coincident triggers were found. The result is that computationally
expensive vetoes can be applied without drastically increasing the computational time for the
search. I stress again that the need for such tests, and this stage of the pipeline arises purely
from the non-stationary characteristics of LIGO noise. Chapter 6 will address new signal
based vetoes that are computationally efficient enough to be applied early in the pipeline.

One of the signal based vetoes currently used is the x? waveform consistency test (56; 48)
The y? test involves re-filtering each template as a small bank of p sub templates. This would
be computationally more expensive than the first matched filtering stage by a factor of p if
coincidence did not eliminate many of the templates already.

The 2 test establishes how well a signal matches a template by examining its projection

onto an orthogonal decomposition of the template (56; 48; 32). If a template, h(f) is
normalized, then an orthogonal complete set of p templates h(f), will satisfy

() [R(),) = ‘% (2.23)

SR = 1. (224)

A signal that perfectly matches the template iL( f) at some SNR p would then be expected
to have p/p SNR in each projection h(f),. That expectation forms the basis for the x? test

which checks the fit of Ap; = p; — p/p by computing the x? value over a discrete number of
bins, p:

x?==p§:(Ap02- (2.25)

In Gaussian noise this test is x? distributed with an expectation value (x?) = p — 1. Tt
follows that one would expect a signal in the presence of Gaussian noise to have the same
distribution. However the use of a discrete template bank causes a slight mismatch to most
signals by construction. The mismatch between templates causes the x? test expectation for
signals to scale quadratically with SNR (56).

In order to remove the SNR dependence of a signals expectation value we threshold on a

quantity & defined as

X2

¢ p+p*
where § accounts for any possible mismatch and also for the possibility that the real signal
does not match the waveform model exactly. Figure 2.10 demonstrates this. ¢ is tuned
so that we do not reject detectable simulated signals. The number of bins p can also be
tuned (48). The S4 PBH search used 16 bins.
In addition to providing a hard cut on events that lie above a threshold £*, the x? test
also allows for better detection statistics for those below the threshold (16). We have found
that an effective SNR defined as

(2.26)

P

=) (+2)]"

provides far better separation of simulated signals from background noise events than using
SNR alone. An example of this is given in figure 2.11.

Peff = (227)
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Figure 2.10: x? versus SNR for simulated signals and false triggers. Both simulated signals
and false triggers have a x? that scale quadratically in SNR. By transforming to & simulated
signals lose their SNR dependence making it easy to set a threshold that keeps injections
while rejecting false triggers. This is S4 data with a template bank spanning component
masses from 1.2-1.6M because PBH hardware injections were not done. Choosing ¢* = 10
and ¢ = 0.2 (black line) gives a threshold that keeps most software injections and all hardware
injections.
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Figure 2.11: Left: S4 PBH H1L1 SNR scatter plot. Right: S4 PBH HI1L1 effective SNR
scatter plot. False triggers (time slides) are better separated from injections by effective
SNR than by the standard matched filtering definition of SNR.

Triggers with a £ value above some threshold are eliminated at this stage in the pipeline.
We choose the value of £x and § to assure that nearly all simulated signals are detected by
the pipeline. We tend to choose a very conservative £+ threshold to assure that real GW
events, which undoubtedly will not exactly fit our search templates are not rejected. For
example, although we filter the data using waveform templates for non-spinning binaries,
we want our pipeline to be sensitive to spinning systems as well. We therefore test our
non-spinning detection pipeline with simulated spinning waveforms to choose a &* threshold
high enough that most spinning systems are not rejected while simultaneously weighing the
effects of the higher false alarm rate. For the remaining triggers that pass the x? test, the
x? information is still used through the effective SNR.

The y? statistic is calculated as a time series and provides information about the data
around a given trigger. Simulations show that an inspiral signal spends less time above the
x? threshold in a short window prior to the end time than does a false trigger as shown
in figure 2.12. The 72 test checks the time series 7? = x?/p for consistency with simulated
signals. For the S4 PBH search we found that examining the duration that the r? series was
above 15 for a 2 second window prior to the end time of a trigger was a powerful discriminator
between false triggers and injections. The distribution of is given in figure 2.13.

Triggers that survive the second filtering stage of the pipeline are again checked for
coincidence as described in the next section.

2.2.6 Stage 6: Second Coincidence

Triggers that survive the second filtering stage of the pipeline are again checked for
coincidence. The procedure is similar to the one described previously. Some additional
checks are made however. One test assures that a coincident signal has an amplitude ratio
which is consistent with the detectors’ sensitivity for the co-located, co-aligned detectors H1
and H2 (48). Spurious noise triggers tend to have inconsistent amplitudes in H1,H2 and are
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Figure 2.12: SNR and r? times series for an injection and a false trigger (courtesy of Andres
Rodriguez). An injection spends less time above a given r? = x?/p threshold than does a
false trigger for some window before the end time (inferred coalescence time) of the signal.
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Figure 2.13: Time above r? threshold for S4 PBH simulations and time slides (courtesy of
Andres Rodriguez). For SNRs below 12 we veto all triggers that have an r? above 15 for
more than 2ms in a 2s window prior to the end time.
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Figure 2.14: S4 PBH effective distance ratio x for false triggers and injections. Choose a
threshold x = 0.45 reduces the false triggers while keeping injections.

therefore discounted by this test. For PN templates there is a natural definition of amplitude
as an effective distance which is the distance at which an optimally oriented binary would
be detected with a given SNR.

If an event does not have both an H1 and H2 trigger above the detection threshold then
it is still possible to check amplitude consistency between H1 and H2. Knowing the relative
sensitivity of both detectors provides an expectation for the relative SNR of a real signal.
For example if the relative sensitivity of H1/H2 is 2 then an event that had an SNR in H1
of 20 should have an SNR of ~ 10 in H2. If no H2 triggers were found above threshold the
confidence of that event being a real signal may be reduced. We set a threshold x on the
quantity,

2|Deff,H1 - Deff,Hz’

Deg n, + Deg 1,

which is tuned by examining the effective distance ratios for false triggers and injections.
Figure 2.14 shows the distribution of s for injections and false triggers. We found that
choosing x = 0.45 was sufficient (16)

During the second coincidence stage we also check data quality by examining environ-
mental and auxiliary channels in the detectors. Poor data quality generally implies a larger

<K (2.28)
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false alarm rate. A nice summary of the data quality used in S4 can be found in sections
3.6-3.9 of (40) and also in (16). An example of a specific application of data quality checks
can be found in chapter 5. Data quality is broken into veto categories. Category 1 data
quality is applied before any analysis is done and is the criteria for choosing contiguous
data blocks as mentioned before. This category checks basic things such as the status of
the detectors (e.g., that they were on and taking science data). Category 2 data quality
represents known times of instrumental problems, which are short duration and times where
hardware injections were performed. The triggers found in figure 2.8 would be included in
this category. These times are short enough that we still desire to analyze data around
them and they do not influence PSD estimation or other portions of the analysis pipeline
significantly. At this stage triggers found during these category 2 times are vetoed. We also
have category 3 and 4 vetoes which are not used in rejecting triggers for the rate upper
limit calculations, but are used to follow up candidates. We look for candidates before and
after each application of data quality to assure that we do not accidentally reject a plausible
signal. It is important that data quality vetoes do not reject too much time, since the loss of
science time will adversely effect rate upper limits and may carelessly toss out a real signal.
For this reason the tuning of data quality veto windows is an important matter that requires
much care. The loss of time caused by data quality vetoes is known as dead-time, t; and
is given in percentage of the time analyzed. A table summarizing data quality vetoes and
dead-times is given in table 2.4.

2.2.7 Results

Triggers that survive to the final stage of the pipeline are examined as candidate events.
No plausible gravitational-wave events were found in the S4 PBH search (16).
In figure 2.15 the candidates are histogramed cumulatively as a function of effective SNR
squared along with the false triggers found from time slides. We show all combinations
together, e.g. H1/L1 candidates, H1/H2 candidates, H2/L.1 candidates. No candidates were
found in triple coincidence for the S4 PBH search. The mean and standard deviation of the
100 time slides in each bin of effective SNR provides a measure for the significance of the
candidate events. The S4 PBH histogram is shown in figure 2.15. This plot shows that the
candidate events are consistent with the time slide estimates for background.

2.3 Astrophysical Interpretation

As mentioned in the introduction it is possible to constrain the rate of coalescing compact
objects from observations made by LIGO even in the absence of a detection. In order to get
a rate upper limit we need a few pieces of information (16; 38; 33):

e The time analyzed, which is a combination of times when two and three detectors were
operating.

e The volume of space surveyed: This is actually computed by combining the efficiency
to simulated signals — found with an SNR greater than the loudest candidate event
of the search — with a galaxy catalog with the blue light luminosity and distance to
nearby galaxies. More on the galaxy catalog and motivation for the normalization is
given in chapter 3.

e The probability that the loudest event is a false trigger.
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Table 2.4: Data quality vetoes and associated dead-times, t4 in % of time analyzed. Category
2 vetoes are used to veto false triggers before the rate upper limit is deduced. Category 3,4
vetoes are used after the rate upper limit to follow up detection candidates (40).

Category 2 Veto Hit; H2t; L1ty
INJECTION_INSPIRAL -inspiral hardware injection 0.54 0.53 040
INJECTION_STOCHASTIC - stochastic GW background injection | 0.32  0.37  0.61
INJECTION_PULSTART - the start of pulsar GW injection 0.02 0.02 0.006
INJECTION_BURST - burst hardware injection 0.33 0.33 0.30
ADC_OVERFLOW - analog-to-digital converter exceeded its range. 0.11  0.69 0.32
CALIB_LINE_VO0L1 - time of large fluctuations in calibration 0.09 - 0.03
CALIB_LINE_V04_1_SEC - fluctuations of calibration, 1s time scale | 0.003 0.04  0.02
CALIB_LINE_DROPOUT - time when calibration signal stopped 0.02 0.03 0.02
CALIB_LINE_SAMPLE _DROP - one sample of calibration missing | 0.005 0.005 0.004
SEISMIC_0D4_0D9 - unusually high seismic noise at 0.4-0.9Hz 0.04 0.04 -
SEISMIC_0D9_1D1 - unusually high seismic noise at 0.9-1.1Hz 0.70  0.61 -
SEISMIC_1D8_2D4 - unusually high seismic noise at 1.9-2.4Hz 0.04 0.04 -
SEISMIC_2_20 - unusually high seismic noise at 2-20Hz 0.017 0.29 0.09
H1UP_H2UNLOCKED - time when H1 was locked but H2 was not; | 5.80 — -
stray light from H2 causes transients

H2UP_H1UNLOCKED - time when H2 was locked but H1 was not; - 3.23 -
stray light from H1 causes transients

JET - jet airplane overhead 0.01  0.01 -
KW VETOES - correlations with auxiliary channels (see chapter 5) 0.03  0.008 -
Total dead-time incurred: 8.1 6.0 1.8
Category 3 Veto Hit, H2t; Llt,
LIGHTDIP_04PERCENT - light power in arm dropped 4% 0.01 — -
LIGHTDIP_05PERCENT - light power in arm dropped 5% - 0.61 0.71
LIGHTDIP_06PERCENT - light power in arm dropped 6% 0.26 - -
LIGHTDIP_07PERCENT - light power in arm dropped 7% - - 0.67
ASDC_MIDDLE _THRESH - excess power at anti-symmetric port 0.11 - 0.27
ASDC_HIGH_THRESH - excess power at anti-symmetric port 0.02 — 0.035
ASI_.KW_VETO - ASI veto (see chapter 5) 0.5 - 2.3
DUST _HIGH - excess dust on optics table 4.51 - -
HIGH _PIXEL FRACTION _2KHZ - excess 2Khz time-freq. pixels 1.01 - -
Total Cat 3: 5.9 0.61 2.86
Category 4 Veto H1t; H2t; L1t,
ASDC_LOW_THRESH - excess power at anti-symmetric port 0.85 - 1.63
HIGH_PIXEL_FRACTION_1KHZ - excess 1KHz time-freq. pixels | 1.67 4.23  2.52
ACOUSTIC_ELEVATED - excess acoustic noise measured 4.01 — 9.19
DUST_ELEVATED - excess dust on optics table 12.89 10.75 -
SEISMIC_0D8_2DO0 - unusually high seismic noise at 0.8-2.0Hz - 6.01  4.79
WIND_OVER_30MPH - wind speed over 30 MPH — 0.77 -
Total Cat 4: 18.0 16.8 16.2
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Figure 2.15: Cumulative histogram of candidate events for the S4 PBH search after category
2 vetoes. The candidate events are consistent with the false triggers found by performing
time shifts. No plausible gravitational-wave candidates were found.



35

From this information we can compute the upper limit of PBH rates set by the analysis of
the S4 data set using the following expression (16; 33),

l—a = e f {1 + RTCL(p*) (%)1 (2.29)
~ C(p") Culp?)
As Pp(p*) P(p*) (230

where « is the confidence level (e.g. at 90% confidence it is 0.9), R is the rate we are solving
for, T is the time analyzed, 'y is the cumulative blue luminosity available to the search and
Pg is the probability that the loudest event is a false trigger.

In order to compute the cumulative luminosity we need to know the efficiency of the S4
PBH search to simulated signals as a function of distance. This is done by counting the
number of simulated signals found above the loudest event snr, p* in a given distance bin
and dividing it by the total number of injections made. In a previous analysis (48) we in-
jected signals from a population model (i.e., we recreated the parameters from a population
of binary inspirals expected in galaxies with a rate proportional to the galaxy’s blue lumi-
nosity (34).) However, efficiency can be evaluated purely as a function of effective distance
and mass allowing the selection effects of a real population to be analyzed post facto (34).
Therefore, we developed a more general injection strategy than the one used for S2; We
chose to inject signals in a manner that adequately spanned the science run and covered a
broad parameter space. This was done by injecting signals which were uniform across the
sky, uniform in distance (or log distance), uniform in mass, and not associated with any one
galaxy. Real population considerations were used to derive upper limits on astrophysical
rates from measured efficiencies per unit distance (38; 34). Since the search is sensitive to
the effective distance mentioned earlier it is useful to calculate the efficiency that way. The
efficiency is also calculated as a function of mass. By converting the galaxy catalog into effec-
tive distances (see chapter 3) the efficiency and blue light luminosity can both be evaluated
as a function of effective distance. The integral over the product of blue light luminosity and
efficiency provides the cumulative luminosity C';. An example of the cumulative luminosity
and efficiency as a function of H1 and L1 effective distance is shown in figure 2.16.

The cumulative luminosity can be computed while varying the loudest event (33), which
changes the efficiency. Having the cumulative luminosity as a function of p* is necessary for
computing A which requires the derivative of the cumulative luminosity with respect to p*.
The probability that the event is caused by a false trigger is also required. In order to obtain
this value we compute the loudest events found in the 100 time slides. The histogram of this
gives a probability density that a given loudest event is caused by a false trigger background.
The background probability density and probability are given in figure 2.17.

The culmination of all of this work leads to a rate upper limit for the S4 PBH search
calculated as a function of total mass given by figure 2.18. The statistical and systematic
errors have been analyzed and the upper limit marginalized over those errors is also presented.
For a nice description of the errors see (33; 34).

2.4 Conclusion

The non-stationary characteristics of LIGO noise require a complicated analysis pipeline
in order to detect the inspiral and merger of compact objects. This pipeline is based on
matched filtering, which is capable of detecting weak signals, but easily effected by noise
transients. In order to reduce the level of false triggers coincidence is required between sites
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Figure 2.16: Left: S4 PBH efficiency vs effective distance in Hanford and Livingston sites.
The efficiency depends on mass and has been normalized to a 1.4, 1.4 M, system in this
plot (we use this as a canonical mass for the PBH and BNS searches in order to make direct
comparisons that are less waveform dependent). The product of the efficiency and blue light
luminosity obtained from a galaxy catalog is integrated over effective distance in order to
obtain the cumulative luminosity C'. Right:S4PBH luminosity density vs effective distance.
The distance and blue light luminosity from a galaxy catalog (34) is binned up into effective
distance bins for the Hanford and Livingston detectors. This luminosity density is integrated
with the efficiency to produce the cumulative blue luminosity available to the search C7.
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Figure 2.17: S4 PBH probability density that the loudest event was a false trigger. By
histograming the loudest event from 100 time slides we obtain a probability density function
that when integrated can give the probability that an event was a false trigger. The “zero
lag” loudest event (the one from the truly coincident data that is a candidate event) is
shown as a red line. About 35% of the time slides had a loudest event greater than the one
found in the S4 PBH search. The pdf and probability are both required for the upper limit
calculation.
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Figure 2.18: S4PBH rate upper limit at 90% confidence as a function of total mass. This
calculation is based on the cumulative luminosity and approximately 576 hours of analyzed
data. This rate is still significantly higher than the expected rates for neutron star or black
hole mergers derived from other methods (16). Increased sensitivity and observation time
will some day make LIGO the most sensitive instrument for establishing these rates.
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for any candidate events. Additionally more powerful signal processing tools, called signal
based vetoes, are used to reject false triggers.

The result of the pipeline is a list of candidate events. No plausible gravitational-waves
were found for the S4 PBH search. The search can be used to establish a rate upper limit.
This requires the evaluation of the detection efficiency through simulated signals, called
injections. The efficiency gives a notion of the volume of space that the search is sensitive
too. By integrating the efficiency with a galaxy catalog of nearby galaxies it is possible to
assess the cumulative blue luminosity that the S4 PBH search is sensitive to. The assumption
that binary populations scale with the blue luminosity of a galaxy is used to derive an upper
limit for the S4 PBH search that is 4.9 yr=! Ly for a {0.75, 0.75} pair.



3. Host Galaxies Catalog Used in LIGO
Searches for Compact Binary Coalescence
Events !

3.1 Introduction

The previous chapter discussed a search for compact binary coalescence with LIGO data.
The result was that in the absence of a detection it was still possible to set an upper limit on
the merger rates. This chapter describes an important part of the upper limit calculation -
calculating the expected population of binary mergers based on a catalog of nearby galaxies.

The LSC science runs S3, S4 and S5 have reached significant extragalactic distances (16)
into the nearby Universe - beyond the Virgo Cluster. To interpret the results of the searches
for signals from compact binary coalescence it is necessary to use information about the
compact object populations in the nearby galaxies, as well as how the population scales
at larger distances. The nearby galaxy catalog discussed here represents the distribution
of such extragalactic populations, and the procedures described are used for LIGO data
analysis, such as assigning an astrophysically meaningful upper limits to the rate of coalescing
systems in the Universe, in a search that did not yield a detection as was done in chapter
2. An accurate upper-limit that correctly incorporates our best information about galaxy
distributions requires a model of the nearby overdense region because the current LIGO
network’s range probes this overdensity.

Binary compact objects are usually produced from the evolution of massive stellar bina-
ries. Since short-lived, massive stars emit more blue light than all other stars in a galaxy
combined, blue light is a well-known tracer of star formation in general and the birthrate of
these massive stars in particular. Given the short lifetimes of the known Milky Way double
compact object population and the slow rate of change in star formation expected in nearby
and distant galaxies, Phinney (58) has argued that a galaxy’s blue luminosity should linearly
scale Ezvitﬁl its compact binary coalescence rate, although more sophisticated normalizations
exist (34).

The sensitivity of LIGO to compact binary coalescence signals depends on the distance
and sky position of the coalescing binary system and therefore, the distribution of known
nearby galaxies in blue luminosity and in space is the minimum information needed to
properly interpret searches of the LIGO data sets.

We have used mostly publicly available astronomical catalogs of galaxies to compile a
catalog used in the analysis of S3, S4 and S5 LIGO data. We discuss the methodology used
to compile this galaxy catalog and briefly describe how this information feeds into LIGO
rate estimates. In §3.2, we describe all the elements involved in compiling the galaxy catalog
and assessing the relevant errors and uncertainties. In §3.3, we derive a correction factor
to account for incompleteness in the catalog guided also by the blue-light volume density
estimated from the Sloan Digital Sky Survey and earlier surveys. In §3.4, we discuss how
the corrected catalog and resulting blue light distribution as a function of distance is used
to bound the rate of compact binary coalescence using data from the recent LIGO science
runs. If the maximum distance to which a search could detect a compact binary coalescence
is known, then the expected number of detectable events can be derived.

'Reprinted by permission of the AAS (34).

40



41

3.2 Compilation of Galaxy Catalog

We have compiled a catalog?, the compact binary coalescence galary catalog or CBCG-
catalog, of nearby galaxies which could host compact binary systems. For each galaxy out
to 100 Mpc, the catalog provides the equatorial coordinates, distance to the galaxy, and the
blue luminosity corrected for absorption. Estimates of the errors on distance and luminosity
are also provided.

The CBCG-catalog is compiled from information provided in the following four astro-
nomical catalogs: (i) the Hubble Space Telescope (HST) key project catalog used to measure
the Hubble constant (64), (ii) Mateo’s dwarf galaxies of the local group catalog (65), (iii)
the HyperLeda (LEDA) database of galaxies (66), and (iv) an updated version of the Tully
Nearby Galaxy Catalog (67).

When combining these catalogs, distances and luminosities reported in the HST, Mateo
and Tully catalogs were generally adopted over those in the LEDA catalog. This is because
these catalogs use accurate distance determination methods compared to LEDA. Neverthe-
less, LEDA served as the baseline for comparisons in the range 10-100 Mpc since it is the
most complete.

3.2.1 Distances

One of the primary objectives of the HST key project was to discover Cepheid variables
(stars which have periodic variations in brightness) in several nearby spiral galaxies and mea-
sure their distances accurately using the period-luminosity relation for Cepheids. Cepheid
distance determination to nearby galaxies is one of the most important and accurate primary
distance indicators. The distance information from the HST key project is considered to be
the most accurate in the CBCG-catalog; there are 30 galaxies in our catalog for which we
adopt distances from the HST key project.

Mateo’s review (65) of properties of the dwarf galaxies in the Local Group provides
distance and luminosity information for each galaxy considered. Since the parameters in
this catalog were derived from focused studies on each individual galaxy, we consider it the
most accurate next to the HST measurements for nearby galaxies. Moreover it has reasonably
comprehensive information on the Local Group’s dwarf galaxies; there are 18 sources in the
CBCG-catalog which adopt distances (and luminosities) from Mateo’s compilation.

It becomes increasingly difficult to use primary distance estimators like Cepheid stars
in more distant galaxies. Therefore secondary distance methods are used to measure larger
distances. Tully’s catalog has up to three types of distances for each source: (i)Quality
distance (Dq) is based on either Cepheid measurements, surface brightness fluctuations, or
the tip of the red giant branch. There are 409 galaxies with such a distance in the CBCG-
catalog. (ii) HI luminosity-line-width distances (Dy;) are obtained from the Tully-Fisher
relation, where the maximum rotational velocity of a galaxy (measured by the Doppler
broadening of the 21-cm radio emission line of neutral hydrogen) is correlated with the
luminosity (in B, R, I and H bands) to find the distances. There are 553 galaxies in the
catalog with such a distance. (iii) Model distance (Dyy) is derived from an evolved dynamical
mass model that translates galaxy radial velocities into distances. This model is an update
of the least action model described by (68) and takes into account the deviations from a
perfect Hubble flow due to a spherically symmetric distribution of mass centered on the
Virgo Cluster. All galaxies have a calculated model distance. Whenever available, D

Zhttp:/ /www.lsc-group.phys.uwm.edu/cgi-bin/cvs/viewcvs.cgi/lalapps/src/
inspiral /inspsrcs100Mpc.errors?cvsroot=lscsoft
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distances are the most preferred due to their smaller uncertainties, then the Dy followed by
Dyp.

The remaining galaxies come from LEDA which does not provide distances explicitly,
but instead provides measured radial velocities corrected for in-fall of the Local Group to-
wards the Virgo cluster (vyi,). We obtain the LEDA distance (Dy,) using Hubble’s law with
the Hubble constant Hy = 73kms~ Mpc~! reported by (69). Although corrections to the
recessional velocity were made, this method of calculating distances is still highly uncertain.
Hence, we use Hubble’s law to evaluate the distances only to the galaxies for which v;, > 500
km/s (TMpc) when peculiar velocities are expected to be more of a perturbation.

The error in a distance depends strongly on the method used to measure that distance.
The HST sources, though a small contribution to the galaxy catalog, have the smallest errors
(< 10%) (64). The three different distance methods in Tully’s catalog have different errors.
Dq also has a low error (10%) followed by the Dyr (20%). To obtain an estimate for the
errors of Dy, we compare them with Dq for the set of galaxies that have both types of
distance estimates. The best Gaussian fit (see Fig. 3.1) to the logarithm of fractional errors
has a one sigma width of 0.24 which when subtracted in quadrature with Dgq error gives,
0.22 distance error associated with Dy (see appendix 7).

Because errors in vy, are not given in LEDA, we follow a similar procedure to find LEDA
distance errors, Dy,. We compare the calculated Dy, with Dq for galaxies in both catalogs to
obtain uncertainty estimates in Dy. The plot in Fig. 3.2 shows the best fit Gaussian to the
logarithm of fractional errors with a one sigma width of 0.27 which, subtracted in quadrature
with Dgq distance errors, gives a total distance error 0.25.

3.2.2 Blue Luminosities

The distribution of binary compact objects in the nearby universe is expected to follow
the star formation in the universe and a measure of star formation is the blue luminosity of
galaxies corrected for dust extinction and reddening (58). Hence, for each galaxy, we calculate
the blue luminosity Lg from the absolute blue magnitude of the galaxy Mg (corrected for
internal and Galactic extinctions). For convenience, blue luminosity is provided in units of
Ly = 10"%Ly o, where Lg o = 2.16 x 103 ergs/s is the blue solar luminosity derived from
the blue solar magnitude Mg = 5.48 (70). We do not consider galaxies with luminosities
less than 1073 Ly because they do not contribute significantly to the total luminosity — see
§3.3.

The Mateo, Tully and LEDA catalogs provide information on apparent B-magnitudes
corrected for extinction. The galaxies in the HST key project catalog have only distance
information, so for those we extract the corresponding apparent magnitude values (mg,
corrected for internal and Galactic extinction) in the B-band from the Tully catalog to find
Mg. Table 3.1 summarizes relevant properties of each of these catalogs and the fraction
of the total luminosity within 100 Mpc that each contributes. The LEDA database quotes
uncertainties in apparent magnitude. Figure 3.3 shows the distribution of LEDA assigned
apparent magnitude variances for the galaxies in the CBCG-catalog. The RMS error is
(ArrgB = 0.42. Galaxies from Tully’s catalog have a smaller observational error Amg = 0.30

67).

3For searches of the S3 and S4 LIGO data (16) with smaller ranges, a more conservative uncertainty of
40% was used for LEDA distances.
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Figure 3.1: In order to obtain reasonable estimates for Tully’s model distances we compare
galaxies that have values for both. We only consider galaxies beyond 10 Mpc since model
distances and LEDA distances are not reliable below this value. All galaxies below 10 Mpc
have better distance estimates. The Tully quality distance has roughly a 0.1 logarithmic
error. The best fit Gaussian for In[D);/Dg| implies a fractional error o of 0.24 in log.
Subtracting these uncertainties in quadrature gives an error of 0.22 for Tully model distances.
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Figure 3.3: LEDA provides uncertainties in apparent magnitudes. The histogram above
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Table 3.1: Summary information about the four astronomical catalogs used to develop the
CBCG-catalog. We report the number of galaxies for which the catalog was the primary
reference and fraction of the total CBCG-catalog blue luminosity accounted for by those
galaxies.

Catalog # of galaxies Ljg Fractional luminosity Reference
(10'°Lg o)
(i) HST 30 57.3 0.1% (64)
(i) Mateo 18 0.4 <0.001% (65)
(iii) Tully 1968 2390 5.3% (67)
(iv) LEDA 36741 42969.4 94.6% (66)
Total 38757 45417.1 100.0%

3.3 Completeness

Observations of faint galaxies are difficult even in the nearby universe and lead to system-
atic incompleteness in galaxy catalogs. Studies of galaxy luminosity functions can provide
insight into how many galaxies are missing from a catalog (and hence the corresponding
blue luminosity). Using the CBCG-catalog, we can generate a luminosity function N (L, D)
which is the number of galaxies with luminosities within a luminosity bin from L to L + AL
normalized to the spherical volume within radius D. Specifically, we write

N(L,D)AL = (4;3) [Z lj] (3.1)

where

- 1 if (L <L;j<L+AL)and (D; < D)
710 otherwise

and the sum over j runs through all the galaxies in the catalog. The quantities L; and D;
are the luminosity and distance of each galaxy. Similarly we can compute the luminosity
function in terms of blue absolute magnitudes as a function of distance N (Mg, D). The
dashed and dot-dashed lines in Fig. 3.4 show several realizations of N (Mg, D) for different
distances D plotted as a function of Mg.

To estimate the degree of incompleteness in the CBCG-catalog, we use an analytical
Schechter galaxy luminosity function (71)

S(L)dL = 6" <L£>a exp(_L*L>d (Li) (3.2)

where ¢(L)dL is the number density (number of galaxies per unit volume) within the lumi-
nosity interval L and L 4 dL, L* is the luminosity at which the number of galaxies begins
to fall off exponentially, o is a parameter which determines the slope at the faint end of
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the luminosity function, and ¢* is a normalization constant. In terms of (blue) absolute
magnitudes, Mg, the Schechter function becomes

&(MB)CZMB — 092 ¢>k exp [_10—0.4(MB—M§)] [10—0.4(MB—M]§)j|a+1 dMB . (33)

To estimate the total luminosity function, we use results from the Sloan Digital Sky
Survey (SDSS) as reported by (72). Although the SDSS sky coverage is inadequate in RA
and DEC, it provides excellent coverage throughout our desired distance and beyond. We
therefore use the green luminosity function Schechter fit given in Table 2. of (72) and convert
it into blue band using the expression given in Table 2. of (73). Adopting a Hubble constant
value of 73kms™' Mpc™" (69) and correcting for reddening,* the Schechter parameters are

(M, o, a) = (—20.3,0.0081,—0.9). The solid line in Fig. 3.4 shows the Schechter function

¢(Mp) derived from these values. Since this function is obtained from deep surveys, it does
not account for the local over-density of blue light coming primarily from the Virgo clus-
ter. For distances up about to 30 Mpc, the CBCG-catalog’s luminosity function N (Mg, D)
exceeds ¢(Mg).

We can now derive a completeness correction that arises at the faint end beyond about 30
Mpec, where the Schechter function exceeds the catalog N (Mg, D). We integrate the CBCG-
galaxy-catalog luminosity function N(L, D) over L and subtract it from the Schechter fit
as a function of distance. Hence, the total corrected cumulative luminosity Liq, within a
volume of radius D is given by

Ltotal(D) = LCBCG<D) + Lcorr<D> (34)

where
Lepea(D) = /OD dD’ Z Lio(D" — Dy) (3.5)
Ln(D) = 50° [ 1AL ©16(L) = N(L. D) [4(1) = N(L.D)] . (36)

Here, the index j runs through all galaxies in the catalog, ¢ is the Dirac delta function, © is
the step function and ¢(L) is the adopted Schechter function (distance independent) assumed
to represent the complete luminosity distribution. We note that L., = 52.481 Liy (Mp =
—23.83) is the maximum luminosity in the CBCG-catalog and we choose Ly, = 1073 Ly
(Mp = —12.98) because luminosities below this value do not contribute significantly to the
net luminosity. The quantity Lepeg in Egs. (3.4) and (3.5) is the uncorrected cumulative
luminosity from the CBCG-catalog; the quantity L, is the completeness correction. Note
that the completeness correction term is always zero or positive regardless of the choice of
Schechter function.

In Fig. 3.5, we show the cumulative blue luminosity as a function of distance as obtained
directly from the CBCG-catalog (solid line) as well as with the completeness correction
applied (dashed line). It is evident that the correction becomes significant at distances in
excess of about 40Mpc.

4We correct the value of Mp to be consistent with the reddening correction described in §3.3.1
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Figure 3.4: The luminosity function of CBCG catalog at various distances (dashed and dot-
dashed lines) and a Schechter function fit (solid line) given in Eq. (3.3) based on (72). We
compensate for the incompleteness of the CBCG-catalog by applying an upward correction
to the luminosity bins that are below the Schechter function fit (solid line), according to Eqs.
(3.4) and (3.6). Error bars are found by sliding the magnitudes of each galaxy according to
the mean errors and recomputing the luminosity function.
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3.3.1 Comparison with Other Results

To compare our method of correcting for completeness with other methods, we consider
the direct computation of a reddening corrected luminosity density based on (72) which could
be used at large distances. We adopt a blue luminosity density of (1.9840.16) x 1072 L;o/Mpc?
calculated as follows:

e The blue luminosity density, in terms of blue absolute magnitudes per cubic Mpc, is
—14.98 locally (redshift z = 0 ) and —15.17 for z = 0.1 [Table 10 (72)]. This is for a
standard cosmology with €2y = 0.3 and 2, = 0.7. We use z = 0.1 so that the results
will be valid for advanced detectors.

e We convert the z = 0.1 blue magnitude density (-15.17) to luminosity units 1.33 x
1072Lyo/Mpc? and assign systematic errors (~ 10%) associated with the photometry
to obtain a luminosity density of (1.33 £ 0.13) x 1072 Lyo/Mpc?.

e We also correct for processing of blue light and re-emission in the infrared (IR) following
(58) and (74). We use the analysis of (75), upward correct by 30% their far IR (40pum —
100pm) luminosity density to account for emission down to 12um (74), and convert to
Ly to obtain an IR luminosity density of Lig = (0.65 £ 0.1) x 1072 Lyo/Mpc?.

e Adding both luminosity densities above and accounting for the errors, we obtain a blue
light luminosity density corrected for extinction equal to (1.9840.16) x 1072 L;o/Mpc?

We use this blue luminosity density and its uncertainty and plot the implied cumulative blue
luminosity as a function of distance (cubic dependence) in Fig. 3.5 (gray-shaded region).
This uniform density distribution agrees well with the completeness corrected luminosity
given above.

We can compare our results for the cumulative blue luminosity as a function of distance
to similar results obtained by (76), especially their Figure 1. The results for the uncorrected
catalog agree qualitatively. However, the catalog described here is more up-to-date compared
to the one compiled by (76) by virtue of the updates to LEDA and by the inclusion of the
current Tully catalog. The incompleteness correction derived here is also more physically
and empirically motivated than the one constructed in that earlier paper. We note that the
cumulative luminosity shown as the dashed line in their Figure 1 is too low by a factor of
47 /3 due to a numerical error. Additionally, their luminosity density is ~ 25% lower than
ours resulting from our use of the more recent results presented by (72).

3.4 Compact Binary Coalescence Rate Estimates

For neutron star binaries, the observed binary pulsar sample can be used to predict the
coalescence rate Ry in the Milky Way (77; 78). The coalescence rate within a sphere of
radius D is then simply given by

(3.7)

—Ty

LMW

where Liya1(D) is the total blue luminosity within a distance D and Ly is the blue lu-
minosity of the Milky way, 1.7L1o (74). If the rate R of a binary neutron star coalescence
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Figure 3.5: Cumulative luminosity as a function of distance from CBCG-catalog uncorrected
for incompleteness (solid line), corrected for incompleteness (dashed line) and the cubic
extrapolation from the assumed constant blue luminosity density corrected for extinction

(gray-shaded region).
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could be measured directly, it would provide an independent estimate of the rate of coa-
lescence per unit of blue luminosity. Together these two measurements would deepen our
understanding of stellar and binary evolution. Furthermore, the current understanding of
binary evolution and compact object formation leads us to anticipate the formation of black
hole binaries that will merge within a Hubble time (79; 80). Experiments like LIGO will
provide a direct measure of the compact binary coalescence rate and will impose constraints
on the theoretical models of stellar evolution and compact binary formation.

3.4.1 Rate Estimates and Systematic Errors in Gravitational-Wave Searches

In its simplest form, the rate estimate derived from a gravitational-wave experiment like
the one described in chapter 2 will take the form

constant
R=—— 3.8
TC, (3.8)

where the constant depends on the precise outcome of the search and the statistical method
used in arriving at the rate estimate, Cy, is the cumulative blue luminosity observable within
the search’s sensitivity volume measured in Lig, and 7' is the time analyzed in years. In
general the sensitivity volume is a complicated function which depends on the instrument
and the gravitational-waveforms searched for. Here, we focus on the influence of the host
galaxy properties and the distribution of blue light with distance.

The gravitational-wave signal from a compact binary inspiral depends on a large number
of parameters. It is convenient to split these parameters into two types for our discussion.
Of particular interest here are the parameters which determine the location and orientation

of the binary. We denote these collectively as A := {D, «,d,¢,1,t}: the distance D to the
binary, its Right Ascension a and declination 4, inclination angle ¢ relative to the line of sight,
polarization angle 1 of the waves, and the time ¢ when the binary is observed, respectively.
Other parameters, including the masses and the spins, which are used to build template
banks for the search, are denoted fi. Recognizing that the spatial luminosity distribution
can be written as

L(a, 8, D) ZL 5(o; — @) 6(8; — 0)8(D; — D), (3.9)

we write the cumulative luminosity as

C, = / L(a, 8, D) p(detection|jz, %) p(j3) p(c) p(¢) p(t) dji dX (3.10)

Assuming that binary coalescences are uniformly distributed in time, and their orientation
is random, we take the corresponding prior probabilities: p(¢) = sin(¢)/2, p(t) = 1/day, and
p(Y) =1/2m.

( %yster/natic errors associated with the derived rate estimates are naturally associated with
the errors in cumulative luminosity C;. The two most relevant errors in the galaxy catalog
are in apparent magnitude mpg and distance D. Sky positions are known so precisely that
small errors in RA and DEC do not change the detection probability of a particular binary in
any significant way; for this reason, such errors are not included in the LIGO analyses (16).
The errors induced on the spatial luminosity function in Eq. (3.9) take the form (33)
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3.4.2 A Simplified Model for Estimating Expected Event Rates

The sensitivity of a search for gravitational-waves from compact binary coalescence is
determined primarily by the amplitude of the waves at the detector. For a non-spinning
binary (i.e., the spins of each compact object are much smaller than their general-relativistic
maximum value of m?) with given ji, the amplitude is inversely proportional to the effective
distance Deg defined in chapter 2 as (47)

D

Degr = 2 2
VF2(1 4 cos?1)?/4 + F2 cos?.

(3.12)

where D is the physical distance to the binary, F; and F\ are the response amplitudes of
each polarization at the detector which depend upon the location of the binary system (81):

1

F, = —5(1 + cos? 0) cos 2¢ cos 21p — cos O cos 2¢ sin 21 (3.13)
1

F, = 5(1 + cos? ) cos 2¢ sin 2¢) — cos f'sin 2¢ cos 29 . (3.14)

Here 6 and ¢ are the spherical co-ordinates of the source defined with respect to the detector
and, as before, + and v are the inclination and polarization angles. Since 6 and ¢ are detector
dependent, the effective distance is different for geographically separated detectors that are
not perfectly aligned and, for a fixed source location, changes as the Earth rotates through
a sidereal day. Additionally, the effective distance is always at least as large as the physical
distance.

For simplicity in understanding the sensitivity of gravitational-wave searches, consider
the case in which /7 is fixed, i.e. p(ii) = d(fi— /). For example, these might be the parameters
appropriate to a neutron star binary. The sensitivity of a detector is given by its horizon
distance, which is defined as the maximum effective distance that a neutron star binary
system can be detected at signal-to-noise ratio of 8. Consider a search which can perfectly
detect these binaries if they have an effective distance Deg < Dyorizon at a particular detector.
Then . .

p(detection|fi, \) = O(Degr(N) < Dhorizon) (3.15)

and we can write
CL(Dhorizon> = / L(Oé, 67 D) @(Deﬁ(x) < Dhorizon) p(L) p(i/}) p@) dx (316)

Thus, the cumulative blue luminosity accessible to such a detector is the blue luminosity
within an effective distance sphere of radius Dyeizon, averaged over the time of day and
possible orientations of the binary. The lower curve in Fig. 3.6 shows Cr(Dyorizon). Figure
3.6 also illustrates the significant difference between the cumulative luminosity Cr,(Deg) and
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total luminosity Lo (D) at a given distance. If galaxies are distributed uniformly in space
the ratio between these is ~ 11.2 ; this is the factor by which the detection rate would be
reduced and arises purely from the LIGO detector response, averaged over all possible source
orientations with respect to the detector.

When estimating the rate based on gravitational-wave observations, one can marginalize
over uncertainties (33) in the galaxies’ distances and apparent magnitudes. Specifically, by
making use of the modified spatial distribution function Eq. (3.11) and the distributions for
AD; and Amp; reported here, we can obtain a probability distribution for the cumulative
luminosity p(Cr|Ampgj, AD;) from Eq. (3.10). For each value of the cumulative luminosity,
a probability distribution p(R|C) for the event rate can be calculated. Finally, the rate is
marginalized over errors in the galaxy catalog by computing

p(R) = / dCy, p(Cy|Ams;, AD;) p(R|Cy) . (3.17)

This distribution is then used to obtain a rate interval or upper limit on the occurrence of
binary coalescences in the unverse.

While this approach provides a reasonable estimate of the observable blue light luminosity
in a single detector, it does not provide the whole story. For example, the 16° difference in
latitude between the LIGO Observatories in Hanford, Washington and Livingston, Louisiana,
implies the Cr,( Dyorizon) depends on the site used. Figure 3.7 shows two-dimensional contours
of this function.

Based on the galaxy catalog presented in this article, the cumulative blue luminosity Cy,
measured in Ly, accessible to a search with a given horizon distance sensitivity can be derived
from Fig. 3.6 and is tabulated in Table 3.2. We can combine the calculated cumulative blue
luminosity with estimates of R, the rate of binary mergers per Lo, to estimate the number
of compact binary merger events N detectable in a given LIGO search with an observation

time T R c T
N =103 L - 3.18
(Lfol Myf_l) (103L10> < yr) (3.18)

If the horizon distance of a search is larger than 50 Mpc, we can use the following approxi-
mation, from a cubic law:

3
N=~T4x107° R Dhorizon xr (3.19)
Ly Myr™! 100 Mpc yI

Estimated rates of binary neutron star (BNS) mergers in our Galaxy are based on the
observed sample of binary pulsars. The rates depend on the Galactic distribution of compact
objects. In (35), the most recent reference estimating rates, the most likely Galactic rate
for their reference model 6 is 83 Myr~!, with a 95% confidence interval 17 — 292 Myr~!. The
most likely rates for all the models used in (35) are in the range 4 — 220 Myr~' for the Milky
Way.?

For the 4km LIGO detectors currently operating, Dyorizon = 30 Mpc for BNS. Thus, the
predicted number of BNS events is in the range Ng ~ 2 —30 x 1072 yr~! with the most likely
number being Ng ~ 1/(100 yr) [we use the subscript ¢ to indicate these rates use reference

5The rates quoted here are in units of rate per Milky Way per Myr; to get the rate per Lqg, we divide
by 1.7 which is the estimated blue luminosity of the Milky way in Ljo units, assuming the blue absolute
magnitude of the Milky Way to be —20.11 (74).
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Figure 3.6: Cumulative luminosity as a function of physical distance (top line) and horizon
distance (bottom line). The horizon distance Dyoizon is defined as the physical distance to
an optimally oriented and located binary system that would be detected with a signal-to-
noise ratio of 8. (Instrumental sensitivity range is sometimes quoted in terms of the radius
of a sphere with the same volume as the non-uniform region probed by the instrument,
this sensitivity range Dy is related to the horizon distance by D ~ Dyorizon/ V5. The gray
shaded lines are cubic extrapolations (§3.3) derived for both cases. Given a LIGO horizon
distance one can immediately get the cumulative blue luminosity from the bottom curve. To
obtain an approximate rate upper limit one could calculate Rooy [yr—'Lig] = 2.3/(C, x T)
where Cy, is taken from this plot at a given range in horizon distance. Inset: Ratio of the
cumulative luminosity for the physical and horizon distance from the completeness corrected
CBCG-catalog illustrates the non-uniform distribution at smaller ranges (< 20 Mpc) and
asymptotes to the expected uniform distribution ratio (dashed line) for larger distances.
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Figure 3.7: Luminosity contours per effective distance bin in the two LIGO sites. The
effective distance to a source in one galaxy is different between the two detectors, changes
as a function of the sidereal day and also on the orientation of the particular source. Since
the effective distance is always larger than the real distance the luminosity available within
a given effective distance bin is considerably smaller than the luminosity within the physical
distance bin. The upper horizontal numbers refer to the luminosity per bin in effective
distance. The parenthetical lower numbers refer to the luminosity per physical distance
bin. It is also possible to have a systematically different luminosity between detectors as
is indicated in the right panel zoom of the first 5 Mpc. The available luminosity within 5
Mpc (mostly from Andromeda) is slightly better located for LLO and therefore stretches
the contours to higher effective distances for LHO. LIGO rate upper limits for searches with
limited range thus depend on the non-uniformity of the Local Group.
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Table 3.2: Table showing the cumulative blue luminosity Cr(Dhorizon) accessible to a search
with horizon distance Dygrizon given in the first column. For Dygizon > 100 Mpc, the cu-
mulative blue luminosity accessible to a search is given approximately by Cf(Dhorizon) ~
7.4 x 103 (Dyorizon/100Mpc)3.

Dhorizon (MPC) CL (Dhorizon) (LIO)
10 23
20 85
30 240
20 953
100 7200
200 59200
300 200000
500 926000

model 6 from (35)]. A search that reaches twice the distance (such as enhanced LIGO), yields
a most likely rate Ng ~ 1/(10 yr). And a search that would be 15 times more sensitive to
coalescences of binary systems than the current LIGO detectors (such as Advanced LIGO)
would yield a most likely rate of Ng ~ 40.0 yr—1.
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3.5 Conclusion

Whether one wishes to compute expected detection rates for LIGO searches, or to inter-
pret LIGO searches as rate upper limits (or eventually detection rates), we require at the
simplest level accurate accounting of the total observable blue luminosity Cr. As mentioned
in the previous sections, a galaxy catalog complete with sky positions and distances is im-
portant for first generation LIGO detectors because the blue luminosity is not uniformly
distributed in the sky within the search range. An upper limit which takes in to account
the most up-to-date information on galaxy distribution can be obtained by accurately mod-
eling the local overdense region. For searches with ranges well beyond current sensitivity
the universe is uniform and rate estimates depend primarily on accurate blue luminosity
densities corrected for reddening. We have introduced a method to bridge the gap between
the well known nearby galaxy distribution and the expected long range distribution through
a completeness correction based on SDSS luminosity functions (72).

This paper provides the most up to date accounting of nearby galaxies within 100Mpc
as well as errors in the apparent magnitude (corrected for reddening) and distance and
demonstrates how the errors propagate into rate calculations. Astrophysical errors are a
significant contribution to the eventual systematic error associated with coalescence rate
upper limits (33) and must be included. This paper provides a survey of the asymptotic
and local uncertainty. Motivated by the use of effective distance to account for the antenna
pattern of the LIGO detectors, we demonstrate the need to compute the average blue light
luminosity within a given effective distance sphere. For ranges within 50Mpc there is a
nontrivial relationship between cumulative blue luminosity within an effective distance sphere
and within a physical distance sphere. Beyond 50Mpc the relationship is well behaved leading
to the simple scaling for the number of detected events N given in Eq.(3.19). We would
like to point that the catalog provided can also be used on other astronomical analysis of
populations that scale with galaxy blue luminosity, such as the local Type II supernova rate
or the rate of nearby SGR bursts that show up as short GRBs.

We provide sufficient description of our methods for others to apply new rate models to
future LIGO data. Although this catalog will serve as a reference for current and future
LIGO data analysis, we look forward to future work that may transcend the simple blue
light rate normalization that we have discussed. One way to go beyond blue light rate
normalization, (necessary to ascertain the degree to which old stars contribute to present
day mergers) is with multiband photometry of nearby galaxies which can reconstruct their
mass, morphology and metallicity dependent star formation history. With this information
in hand LIGO detections could be applied more stringently to assess the relative contribution
that progenitors of different ages provide to the present day merger rate.

These first three chapters described searches for compact binary coalescence and inter-
pretation of the results. The remaining three chapters will turn to discussing improvements
to compact binary searches. Chapter 4 discusses improving the template waveform models.



4. Method to Estimate ISCO and Ring-Down
Frequencies in Binary Systems and
Consequences for Gravitational-Wave Data
Analysis!

4.1 Introduction

As discussed in chapter 2, the SNR for a binary inspiral search depends on having a
template waveform that matches the true signal correctly (83). This chapter examines ways
in which searches for compact binary coalescence may be improved by recent advances in
waveform modeling with numerical relativity.

Because matched filter templates are weighted by the noise power spectral density of the
detector with non-trivial frequency dependence it is important when in the binary evolution
the template matches well. Numerical simulations are improving our knowledge of the full
waveforms emitted during the inspiral, merger and ring-down phases of binary black hole
coalescence (86; 87; 88), yet they still do not cover an adequate parameter space for con-
structing filter banks (89; 88). When the full parameter space is simulated it will be useful
to have fully parameterized models of these waveforms and even now many have considered
hybrid waveforms that patch together PN and numerical simulations (90; 91; 86; 87; 88) as
data analysis templates. Others have introduced a phenomenological fourth order correction
to make effective one-body (EOB) waveforms match numerical relativity results near the
merger (90; 86) known as pseudo 4PN (p4PN).

Before the full parameter space is simulated it is still possible to handle the three binary
coalescence epochs - inspiral, merger and ring-down - separately. We will show that a recent
calculation (92) which has power to predict the final spin of a binary merger, can provide both
insight into when the inspiral phase ends and what the quasi-normal ring-down frequency
of the merger product should be for a large, yet un-simulated, parameter space. We will
discuss the following consequences of this calculation:

e The calculation of the final spin given in (92) contains an implicit reference to the in-
nermost stable circular orbit (ISCO) of a test particle orbiting the Kerr black hole that
results from the merger. We will also discuss the impact of using the new ISCO fre-
quency as a cut off for current gravitational-wave searches that are targeting coalescing
compact objects.

e Knowing the final spin gives an estimate for the quasi-normal mode ring-down frequen-
cies. These frequencies could be used in a separate matched filter search (24).

e We can also use the final spin to calculate the light ring (smallest, unstable circular orbit
for a photon orbiting a Kerr black hole) and quasinormal mode ringdown frequencies
of the final black hole; we will see that the 1=2, m=2, n=0 QNM is quite close to the
light ring frequency. We will define a merger epoch as the evolution from ISCO to light
ring and dicuss how to obtain its time frequency content for yet unsimulated systems.

IReprinted by permission of Classical and Quantum Gravity (22).
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We define the merger epoch as everything that occurs between the ISCO and ringdown
frequencies. We show that the duration of the radiation seems to be well described
by the infall duration of a test particle orbitting the merged black hole just below the
ISCO. Knowing the duration and bandwith gives a time-frequency volume, which is
useful in data analysis for unmodeled signals.

4.2 Formalism

The inspiral phase of two compact objects is generally considered to end when the binary
has evolved to an innermost stable circular orbit (ISCO), should it exist. The ISCO can
be defined by waveform models and numerical relativity (95; 96; 86). Unfortunately there
is a difference in the numbers obtained from different methods. Some LIGO searches for
non-spinning systems have taken the conservative approach to use the ISCO defined for a
test particle orbiting a Schwarzschild black hole.

Intuitively the space-time of an inspiralling comparable mass binary system will not be
well described by a Schwarzschild space-time, and thus the Schwarzschild ISCO will not
capture the dynamics correctly. If the merger product is a black hole, it will be a Kerr-like
black hole with a final spin that is a function of the masses and spins of the components.
Recently (92) has proposed a simple set of assumptions that predict the final spin of the
black hole merger product to well within 10% of numerical simulations based on first principle
arguments. Implicitly in the derivation of (92) is the ISCO radius of a test particle orbiting
a Kerr black hole having a final spin equal to the spin of the merger product. The fact that
the ISCO radius used gives the correct answer for the final space-time suggests that it plays
an important role in the pre-merger dynamics. We hypothesize that the test particle ISCO
of the merged Kerr black hole may describe a way to define the end of the inspiral phase for
binaries that produce black holes.

The ISCO solution for a test particle orbiting a Kerr black hole is (98),

a2 \ /3

M? M
a2 1/2
7y = (3#2 + Zf)
risco = M{3+ ZoF[(3— Z1)(3+ Z1 +22,)]'?} | (4.1)

where M is the total mass of the black hole and ay is the angular momentum. The final
spin is required in order to compute this ISCO. In (92), assuming the amount of mass and
angular momentum radiated beyond the ISCO is small, the following implicit formula for
the final angular momentum of a black hole ay with component spins aligned with the orbit
is calculated,

ﬂ:Lorb< T TISCO ﬁ) ¢*x1 + X
M-\ T M M) T (12

where x; = a;/m;, ¢ = my/mg € [0,1] and M = my + my is the total mass. The implicitly
found a; agrees well with numerical simulations (92) and the analysis can be modified to
include arbitrary spin angles. L, is the orbital angular momentum contribution calculated
from the orbital angular momentum of a particle at the ISCO of a Kerr black hole with spin

(4.2)
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parameter ay, which has the following expression (98),

Lo T oay q :|:(T’2:|:2an1/27’1/2 —|—a?) 43
M? <q’M’M> (1+ q)2 MY2p3/4(r3/2 — 3Mr1/2 £ 2a, MV/2)1/2 7 (43)
where the upper/lower signs correspond to prograde/retrograde orbits. In order to agree with
numerical simulations this function has to be evaluated at r = r;sc0 given by equation (4.1).
Alternative radii in the above prescription — like the photon-ring radius or Schwarzschild
radius — give a prediction that is off the numerically obtained value. This fact, combined
with the same analysis extended to elliptic binaries, again depending sensitively on the ISCO
location (101), suggests the ISCO radius determined by this approach is relevant(102).

In order to get the gravitational-wave frequency at ISCO we use the coordinate angular
velocity of a circular orbit (98),

M1/2

2= ir3/2 +ap M2

(4.4)

with ay given by the implicit equation (4.2). The gravitational-wave frequency at a given
radius is then f = Q/7, and so we define figsco pkr) as the frequency obtained by solving the
system of equations (4.1-4.4) at the Kerr ISCO radius.

The solution space for fiscopki) can be written as a function of the final unknown spin
as. For convenience, we prefer to extend it as a surface parametrized by (ay,q,x), as it
is shown in figure 4.1. This way the mass ratio dependence of the lines corresponding to
different individual spins can be seen explicitly. For the equal mass case without spin the
approximate expression for the Kerr test particle ISCO frequency is,

fiscomriy (M, q) =~ (0.8¢° — 2.6¢° + 2.8¢ + 1) x (4.5)

w63/2M
which can be compared to the Schwarzschild test particle ISCO fiscoscn = 7 16-3/2M 1.
Once the final spin is known it is possible to compute the last stable photon orbit (“light

ring”) and the quasi-normal mode ring-down frequencies (94). The light ring for a Kerr
black hole is, (98)

Tight = 2M{1+ cos[2/3 cos™' (Fay/M)]} (4.6)

M1/2
Tlight T ar M

An approximate fit to the quasinormal mode ringdown frequencies as a function of the final
spin is given in (103; 24; 104). For the 1=2, m=2, n=0 mode we have,

0.5 ,
%Wzﬁﬂ—%w—mm, (4.8)

Others ring-down modes could could be computed as necessary.

Figure 4.2 compares the BKL ISCO for non-spinning binaries with the ISCOs computed
from the minimum energy conditions at 3PN order (97) as well as 2PN and p4PN EOB
ISCOs (93; 94). BKL and EOB agree exactly with the Schwarzschild ISCO at the extreme
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Figure 4.1: The surface of solutions of the frequencies at the ISCO as a function of the mass
ratio ¢ and the final spin a; for components with spins that are aligned with the orbital
angular momentum. Also shown, are curves corresponding to the solution of the equal spin

case X1 = X2 = X-

mass ratio limit, but the PN calculations are known to be inconsistent (97) in that regime.
Predicting the final spin gives the | = m = 2 ring-down mode frequency by (4.8) and the
light ring frequency. Both are shown in figure 4.2. The ISCO and light ring set a natural
“merger” epoch which can be searched for by burst search techniques (14) in between the
inspiral and ring-down matched filter searches. The ring-down frequencies shown in (94)
agree well with these predictions. Although figure 4.2 is plotted for the non-spinning case
the formalism described above can be easily generalized.

It has been shown (81; 105; 107) to be useful to understand un-modeled time-frequency
evolutions in gravitational-wave analysis in terms of time-frequency volumes, Af At. This
concept can provide insight into the merger epochs of various systems. We will consider three
timescales for the merger 1) the Newtonian free fall time scale tg, 2) the quadrupole radiation
time scale tquaq and 3) the time scale of a test particle following its geodesic just inside the
ISCO of the Kerr space-time (corresponding to the merger product). For comparison we
also plot the time-frequency volumes found from the figures in (94). The Newtonian free fall
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Figure 4.2: ISCO and QNM frequency estimates for non-spinning binaries as a function
of mass ratio using different methods. Knowing the final spin of the black hole gives the
expected ring-down frequency which agrees with the light ring frequency. The ISCO fre-
quencies are very different depending on the method. The PN minimum energy condition
gives an inconsistent result in the extreme mass ratio limit whereas the the other methods
(EOB, BKL) agree with the Schwarzschild ISCO at small values of . The ISCO and QNM
frequencies define a natural merger epoch which can be analyzed, albeit sub-optimally, even
without knowing the numerical waveform.

time-frequency volume is,
-3 /2

vV Msco

The quadrupole time-frequency volume is calculated by assuming that an ISCO doesn’t
exist and that the system continues to be driven by radiation. To calculate this we use the
quadrupole approximation to the inspiral waveform given by (106), which gives the frequency
evolution as,

A fisco Atg = (4.9)

9 3/8
5(14¢)?2 M } (410)

MQ =
256q t—t,
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This leads to the time frequency volume,

5(14 q)? - B
Afprrisco Atquad = éTﬂ'qq) [(Msco) ™ — (M Qigne) %]
X [(Migne) — (Misco)] (4.11)

where the ISCO frequencies and light ring frequencies are obtained from the BKL approxi-
mation as in figure 4.2.

The merger evolution will not be purely dominated by radiation by virtue that there are
no circular orbits below the ISCO. The numbers obtained by this estimate should greatly over
predict the time scale for extreme mass ratios where particles would take an asymptotically
infinite time to fall in. The free fall time scale will under predict the time since the system
may still complete some (unstable) orbits before merging. The estimate that agrees best with
numerical relativity simulations is the infall time of a test particle falling from a circular orbit
just below the ISCO to the light ring of the the merged Kerr black hole. Figure 4.3 shows
the time-frequency volume for the merger epochs as a function of mass ratio for non-spinning
binaries. The figure shows that the numbers taken from the simulations presented in (94)
agree well with the predictions from the test particle in the Kerr space-time. By these
estimates the mergers from yet un-simulated evolutions (low mass ratio) are likely to have
the largest time frequency content and searches may benefit from the numerical simulations
of these (105). This information should be useful in conducting IMR searches and also
in guiding the construction of analytic full waveform models. It is of course possible to
repeat this analysis for arbitrary spin configurations using the above prescription and others
(92; 99; 100; 108). We will leave further discussion of these matters to future work and will
spend the rest of this work considering the implications of using the ISCO found from the
above set of equations as a termination frequency for PN waveforms in initial LIGO data
analysis.
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Figure 4.3: An estimate of the time-frequency volume for the merger epoch of non-spinning
binary black holes. Numerical relativity results agree well with the time-frequency volume
of a test particle falling into the merged Kerr black hole from a circular orbit just inside the

ISCO.
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4.3 Possible Impact on Data Analysis for the Inspiral
Phase of Compact Binary Coalescence Searches

As mentioned previously, there is ambiguity on how to define when the inspiral phase
ends. However, what is really necessary is the characteristic frequency at which a given
template waveform ceases to resemble the true waveforms, assumed to be well approximated
by numerical simulations.. Some searches for low mass binary systems of non-spinning
component masses use the ISCO of a test particle orbiting a Schwarzschild black hole (47).
Other searches use the ISCOs calculated from explicit PN energy considerations, and some
abandon the use of an ISCO altogether and use the Schwarzschild light ring as a termination
frequency (93).

For low mass ratio (¢ ~ 0) systems of non-spinning objects, the Schwarzschild test particle
limit is a good approximation for the expected ISCO frequency since the merger product will
be a Schwarzschild-like black hole. However, for systems with comparable masses and/or spin
the true ISCO frequency may be different since the non-trivial contribution from the orbital
angular momentum will have a strong impact on the final black hole’s spin, and the space-
time in the near merger epoch. Many have addressed how well various PN approximants stay
faithful to numerical relativity solutions(117; 90). Most approximants stay faithful through
the Schwarzschild ISCO frequency (117). Some approximants fare extremely well beyond
this point (117).

The fact that some approximants do remain faithful far beyond the Schwarzschild ISCO
leads us to examine using the ISCO frequency described in the previous section, equation
(4.5), as the termination frequency for inspiral data analysis. As shown, this frequency is
consistent with some of the PN and EOB models for predicting the ISCO in the equal mass
regime (fig. 4.2) and is consistent with exact solutions in the test particle limit. It also
has the advantage of being waveform model, or fit, independent (based on first principles)
and is easy to calculate. We will conservatively model the impact of possible phase errors
incurred by using an approximant that doesn’t quite match numerical relativity results in
our assessment.

We use the stationary phase approximation waveforms, which are often employed in
searches, and can be defined as,

h(f) o frT/0eMUsMm) (4.12)

where M is the total mass and p is the reduced mass (47). In order to ascertain the phase
fidelity we turn to comparisons given in (90) which show for equal mass binary simulations
the phase difference between numerical results and 3.5 PN waveforms as a function of fre-
quency. The figures in (90) indicate a good fidelity in phase through the Schwarzschild ISCO
frequency. However substantial phase errors may accumulate between the Schwarzschild and
BKL ISCO frequencies. In order to accurately predict the impact of integrating PN wave-
forms to the BKL ISCO we decided to model the possibility that secular phase errors could
be +7 or more radians between the Schwarzschild and BKL ISCOs. We propose calculating
the SNR ratio of an ensemble of waveforms where phase errors are allowed to accumulate
linearly between the Schwarzschild ISCO fy(M, q) and the BKL ISCO f;(M,q) given by,

SNRfl _ </f1 eTiln(f1=1f2)/f1©(f1—f2) df)l/Q( f2 df )_1/2 (4‘13)
SNRy, A f738,(f) o JT3 S0 (S) ’

ow
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where R, is a normally distributed variable with mean 0 and variance 1. f,, is 40Hz
(16). ? We note that the above calculation is a conservative estimate of the SNR gain for
two reasons: 1) A template with different parameters may match the numerical waveforms
better, producing better phase agreement. Since search results are maximized over SNR this
is an important possibility. 2) The phase errors do not accumulate linearly between these
frequencies, most of the phase error occurs near the BKL ISCO. Using the {M, ¢} dependent
ISCO frequencies as f1(M, q) and the Schwarzschild ISCO frequencies as fo(M) we plot the
expected SNR ratio for initial LIGO (109) in figure 4.4, which shows that for some total mass
and mass ratio combinations there is an appreciable gain in SNR by integrating to the new
ISCO frequencies despite modeled phase errors. This calculation is not intended to suggest
that SPA templates cut at the BKL ISCO produce the optimal gain in SNR, since other
approximants or frequency cut offs could do better. Instead, it aims to simply illustrate the
effect of integrating to the BKL ISCO as a function of M and ¢ for present searches. The
mass range is limited to 80 My so that at least two cycles exist in the waveform between
40Hz and the Schwarzschild ISCO frequency.

4.4 Conclusion

The estimate for the spin of the black hole that results from BH-BH, BH-NS, and some
NS-NS mergers found in (92) leads to an estimate for the ISCO, light ring, and quasinormal
mode ringdown frequencies of a general compact binary system that is waveform model in-
dependent. Both frequencies have impact on searches for the inspiral, merger and ring-down
epochs of the gravitational-waves emitted by these systems. We have shown that the most
interesting merger-epoch time-frequency volumes are for extreme mass ratios. More work
may have to be done to model merger epochs for these systems. The formalism presented
here to describe inspiral, merger and ring-down epochs can be extended to arbitrary spin
configurations and may help guide the construction of better analytic models.

As for inspiral epoch searches alone, we have shown that for symmetric mass, non-
spinning systems with greater than 45 Mg total mass there can be a 30% gain in SNR over
using the Schwarzschild ISCO radius as is done currently (47) even including conservative
phase errors. It is worth noticing that more general fittings can be computed in order to
cover the full range of parameters (q, x1, x2) within the BKL approximation.

As discussed in chapter 2, increasing the SNR will increase the sensitivity of a search.
Sensitivity can also be increased by reducing the false alarm rate and lowering the loudest
event. The remaining two chapters will discuss ways to lower the false alarm rate by using
dataquality vetoes and signal based vetoes respectively.

2We take S, (f) to be approximated analytically as,

—56 —4.52 2
S,(f) =9 x 10746 [(4'49]0) +0.16 (f) +0.32 <f> +0.52 (4.14)
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Figure 4.4: The SNR ratio defined by equation (4.13) for the non-spinning case y = 0. The
solid lines include phase errors of the form (4.13) whereas the dashed lines assume perfect

phase coherence for comparison.



5. Reducing Gravitational-Wave False Alarms
Using Signals at the Antisymmetric Port in
LIGO Detectors!

5.1 Introduction

Chapter 3 described a key part to interpreting the results of LIGO CBC searches. Chapter
4 provided a way to improve on such searches by altering the model for matched filter
templates. This chapter will also discuss how to improve compact binary coalescence searches
by reducing false alarms.

As described in chapter 2 the LIGO detectors are sensitive to gravitational-waves but
also to disturbances from non-stationary noise sources, commonly referred to as glitches.
Chapter 2 discussed the use of data quality vetoes to reject glitches, which are responsible
for coincident false alarms. This chapter goes in depth on a specific data quality test. Signal
based vetoes were also shown to be powerful discriminators of glitches in chapter 2. The
following chapter will go in depth on three types of signal based vetoes.

Even though glitches rarely happen in coincidence between detectors, they may still be
coincident with triggers generated from Gaussian noise in other detectors. Accuracy in
distinguishing a real GW signal from a glitch is thus necessary for confidence in detection
and for setting the best possible rate upper limits.

Since LIGO started taking scientific data, researchers have proposed various methods of
using the LIGO’s auxiliary channels that record signals from internal sources (such as control
servo problems, laser noise, optical misalignments, analog-to-digital converter overflows) and
external sources (earthquakes, wind) to reduce the false alarm rate (121; 84; 48; 122; 123). It
is difficult to generalize the use of auxiliary channels without risk of false dismissal. This is
because glitches have widely varying effects depending on the search method and waveforms
that are being searched for. Since LIGO is constantly undergoing improvements, the non-
stationary noise sources change character regularly. Therefore, glitch studies must be tailored
to specific searches and run periods with a specific set of auxiliary channels (121; 123).

The veto described here uses a specific auxiliary channel to eliminate false alarms for
the binary neutron star (BNS) inspiral search (84; 48). It is one example of many possible
auxiliary channel vetoes. We will show that glitches in this channel that are coincident
with BNS triggers (times when a BNS waveform template has sufficient overlap with the
gravitational-wave signal resulting from matched filtering) can be marked as false alarms in
a way that minimizes the chance of false dismissal. A similar veto was previously developed
and used by members of the British-German GEO600 detector collaboration (123).

5.2 LIGO Modulated Read-Out Scheme

LIGO is a power recycled Fabry-Perot, Michelson interferometer. For the purpose of this
chapter T will refer to figure 5.1, which shows a simple Michelson interferometer with two
4km Fabry-Perot cavities in each arm. LIGO’s laser input field can be approximated as a

'Reprinted by permission of Classical and Quantum Gravity (118).
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plane wave, which is phase modulated such that the field amplitude is (120)

Ein (t) _ EO [eiwt-i-if cos [Qt]]
~ FEye™" [1 44l cos [Qt]]

. r . r _.
= Eye™t 1+i§ezm+i§e_mt (5.3)

where the last line holds for small modulation depth, I' << 1. The result is three fields: a
carrier and two sidebands. These fields enter the Michelson interferometer and are split into
two arms each providing a possibly different optical path L1 or L2. Instead of conventional
mirrors in the Michelson arms LIGO employs Fabry-Perot cavities. The carrier is resonant in
the Fabry-Perot cavities but the sidebands are anti-resonant. The gravitational-wave strain
induces a phase ¢ on the carrier in the Fabry-Perot cavity that is many orders of magnitude
greater than the gravitational-wave phase introduced in the Michelson. Thus only the carrier
picks up a differential phase of ¢; from a passing gravitational-wave.

I'll introduce a change of coordinates; 2L1 = L+ AL and 2L2 = L — AL. The fields that
recombine at the beam splitter are then (119),

o i%em—im [e—ikAL—qsh i igeiQt—ikAL—ikm(L—l—AL) + Z‘EG—iQt—ikAL+ikm(L+AL):| (5.4)
E, = i%eiwt—ikL |:€ikAL+¢h+ig€iﬂt+ikAL—ikm(L—AL)+ige—iﬂt+ikAL+ikm(L—AL):| (5.5)

where k = w/c and k,, = Q/c. The combined fields are,

Ey .. .
E\+E, = i—oe“"t_’“{Q cos (kAL + ¢p)

2
+iTe™M =l cos [(k 4 k) AL
HiDe ¥ Fhml cos [(k — km)AL]} (5.6)

The photo detector measures the power of the light field. In order for LIGO to operate on
a dark fringe the carrier power should be zero in the absence of a gravitational-wave. This
corresponds to kAL = 7/2 + 2nm. This simplifies the combined fields,

Ei+E, = i—OeWt_ZkL{2 sin (@) + 1T (e ikml _ o= +ikn Ly iy [k:mAL]}

2
= iEOei“’t_ikL{ sin (¢p,) + Tsin [—Qt + ik, L] sin [kmAL]} (5.7)
The power is,
P = |E1 + EQ’Q
= EZsin®(¢p)

+2T B¢ sin (¢y,) sin [—Qt + ik, L] sin [k, AL]
+T2E3 sin? [~ Qt + ik, L] sin® [k, AL]
E3¢; + 2V ES ¢k AL sin [—Qt + ik,, L] + T* E§ (k, AL)? sin® [—Qt + ik,, L] (5.8)

Q
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Figure 5.1: Simplified geometry of LIGO’s Michelson interferometer with non-symmetric
arm lengths and Fabry-Perot end mirrors. The input field Fj is transformed into 2 output
fields F4, Fs by the different optical path lengths in each arm. Part of the path difference,
Ly — Ly is a fixed distance known as the Schnupp Asymmetry (126). The other difference is
a phase delay ¢, caused by the gravitational-wave strain and only appreciably occurs in the
Fabry-Perot cavites, where the carrier is resonant, but the sidebands are not.

The phase of the oscillator can be tuned to make up for the phase caused by the optical
path. After this tuning the above expression is now “in phase” with the oscillator.

P = E3¢; + 2L E3¢nknm AL cos Q] + T2 ES (k,, AL)? cos® [Qt] (5.9)

The modulation term (with I' cos(€2t)) provides first order sensitivity to the gravitational-
wave. The photo current containing the possible gravitational-wave signal must be demod-
ulated using the reference oscillator in order to record a signal that can be calibrated as the
strain. The technical details can be found in (124; 125).

The demodulation produces two signals. The first signal is called the ASQ channel. The
other is called the ASI channel. Only the terms which are linear in cos [2¢] will contribute.
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ASQ = { / P eos(Q#) dt)
1

= = / 2E2T ¢k AL cos® () dt
T Jo

BTk AL (5.10)
AST = ( / Psin(Qt) dt)

1 T
= —/ 2E:T dpky AL cos () sin (Qt) dt
T Jo
=0 (5.11)

Only the ASQ channel should contain a signal proportional to the gravitational-wave. How-
ever, imperfections in the demodulation process leave a residual component in the ASI chan-
nel. If this imperfection is modeled as a phase error d then the above expressions become,

ASQ = l/ 2ELT dpkym AL cos () cos (Qt + 6) dt
T

0
~ (1 —0°)ELopknAL (5.12)

1 T
AST = — / 2E2T pky AL cos (Qt) sin (Qt + 6) dt
T

0
SET pk, AL (5.13)

Q

where the approximations are valid for 6 < 1.

Diluted gravitational-wave signals are not the only things recorded in the ASI channel.
The ASI channel may also record signals produced by amplitude noise, reference oscillator
phase noise and electronics noise, as well as signals produced by alignment fluctuations in
the suspended optical components.

5.3 Vetoing False Alarms Produced by ASI Glitches

One must be able to distinguish with confidence between glitches that produce ASI noise
and a real GW signal that can also produce a signal in ASI. The ASI/ASQ channel coupling
function is known to be weak (and is measurable in different ways) (123). This justifies
the small phase error expansion in equation 5.10. The phase error in the demodulation is
typically less than 0.10 rad. This gives a predicted ratio of order 10

ASQ  1-0.17
AST 0.1

whereas instrumental transients that appear in both quadratures may produce amplitude
ratios of order 1 or less. Thus it is possible to determine if BNS triggers are caused by
glitches by carefully comparing the amplitude ratios of the ASQ and ASI channels.

In order to utilize the resources available from other veto studies, we choose to use a
wavelet analysis algorithm called Kleinewelle (127). Kleinewelle defines an excess energy

10, (5.14)
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Simulated BNS gravitational wave H1 S3 BNS false alarm
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Figure 5.2: We plot ASQ and ASI time series from data taken with the H1 detector during
S3, high-pass filtered at 100Hz. On the left is data taken during the hardware injection of a
BNS GW signal. On the right is a glitch which triggered a BNS analysis pipeline false alarm
(or false trigger). For the simulated GW, the ASQ channel has an amplitude about 5 times
greater than for the glitch. The glitch has roughly equal amplitudes in both channels which
is a sign that it is likely a false alarm.

in the ASI and ASQ data channels, and generates triggers when this excess energy ex-
ceeds a predefined threshold. We define the ratio of ASQ/ASI trigger energies produced by
Kleinewelle to be k.

ASQ energy

"= AST energy

(5.15)

It is common practice to simulate a gravitational-wave by injecting a theoretical waveform
into the hardware (by actuating on the end mirrors using the control system) and performing
normal analysis procedures (55). Hardware injections are useful in validating detection
methods and characterizing the detector. In our case, it provides us with an upper limit of
the ratio of gravitational-wave signal in the ASQ and ASI channels.

The left panel in Figure 1 depicts the raw time series of a simulated gravitational-wave in
the uncalibrated ASI and ASQ channels. It is clear from the time series that the amplitude
of ASI is less than ASQ. The case is quite different for the right panel plots which display
a noise glitch found in both ASI and ASQ) data streams in coincidence with similar channel
amplitudes. This glitch is consistent with noise that we would like to veto.

In order to quantify these amplitude differences, we use the Kleinewelle algorithm to de-
tect simulated gravitational waves and glitches in both ASQ and ASI datastreams. Kleinewelle
produces triggers with excess energy corresponding to many types of glitches, and provides
some frequency and duration information as well. We require that an ASI Kleinewelle trig-
ger occurs within £1 second of the end of a hardware injection. We also require the ASI
Kleinewelle trigger to have an ASQ counterpart within 0.3 seconds of the ASI trigger. In
Figure 2 we show that simulated gravitational waves have an energy ratio x greater than
two for all ASI triggers above an energy of 1.5. This result is smaller than the prediction
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ASQ/ASI energy ratios for BNS simulations and glitches
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Figure 5.3: We compare the output of the Kleinewelle analysis algorithm for the ASI and
ASQ channels at times of hardware injections of simulated inspiral signals and times of
glitches. All simulations have an ASQ/ASI ratio greater than or equal to two. Therefore
triggers with ratios less than two (about 2/3 of the above ASI KW triggers coincident with
BNS triggers) may be false alarms.

based on the phase error in equation 5.14. Although the real reason for the lower than
expected k has not been studied. Frequencies below 200Hz could be effected by the lack
of calibration. It has been conjectured that imperfections in the hardware injection process
cause misalignments that increase the power in ASI. Thus we expect the ratio of two to be
a worst case scenario for real GW’s and conclude that BNS triggers that are coincident with
Kleinewelle triggers having x less than two should be considered false alarms.
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5.4 Application to S3 Search for Binary Neutron Star
Systems

A lack of GW simulations in the Livingston detector and the presence of a different
successful veto for the H2 detector (121) constrains our examination to H1 data. As described
in Section 3, the ratios of ASQ/ASI energies are determined by studying data taken during
hardware injections. We also need to determine a threshold on the absolute magnitude of
the ASI energy that should be considered a veto trigger. Therefore we define

Ey = min(ASI Kleinewelle energy for veto trigger). (5.16)

In order to explain the need for Fj it is useful to define a few quantities:

use percentage - number of Kleinewelle ASI veto triggers that veto BNS triggers divided
by the total number of veto triggers available (normalized to 100%.)

efficiency - number of vetoed BNS triggers divided by the total number of BNS triggers
(normalized to 100%.)

veto window - coincidence window between a Kleinewelle ASI trigger and a BNS trigger
within which the ASI veto may be applied.

dead time - amount of time which is excluded by the veto divided by the total amount of
time analyzed (normalized to 100%.) Ignoring any possible overlaps, the dead time is
approximately given by

deadtime x (veto window) * (number of Kleinewelle ASI veto triggers) (5.17)

As the energy threshold Ej is reduced, the amount of time containing glitches becomes
so large that they cease to be associated with BNS triggers, and the dead time approaches
100%. Eventually the number of identified glitches becomes large enough to lose correlation
with BNS triggers. The use percentage becomes small. In general we want use per-
centage to be large compared to dead time. Maximizing use percentage and efficiency
while simultaneously minimizing dead time gives the appropriate energy threshold for the
ASI channel Ey (122). Following this procedure we set Ey = 1.5, which produces a use
percentage ~ 80% and dead time < 2%.

Beyond Ej, the only remaining parameter to establish is the veto window. Glitches are
often brief (~1 second), but BNS triggers occur in large clusters around those times since.
glitches can be like delta functions in time compared to the typical length of the search
templates described in chapter 2. There can be an excellent overlap with any template
waveform in the search template bank. The templates in general will give a range of end
times spanning several seconds. We find a strong correlation between Kleinewelle ASI triggers
and high signal-to-noise (SNR) BNS triggers within a time window of [-1, +8] seconds.

Figure 3 shows the veto window superimposed over BNS triggers. The green diamond
is the time of an AST glitch trigger (as found by Kleinewelle). BNS triggers with high SNR
are coincident with the glitch within a fraction of a second. There is a tail of lower SNR BNS
triggers that follow the glitch according to the response of the filter discussed in chapter 2
and should also be excluded.
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ASI veto window for BNS triggers

250 T T T T = /! 7 7 7 )
BNS triggers -, / / /0 /' mm
M J\ W Veto window m A // : // // -
ASI KW output 7] % / / y Lo 7 m
: L /\ / / / / =5
200 - N 7 % 7 s 7
m / / / /mm
= A / / / /' m
- N / 0 ) m
m N / / S om
N /
150 b SECITRIT. R "N &) ‘VET,O WIN DOW A |
=] \ 7% / / /m
= - A z / /0 // =]
/ / /
w o= / / / / =
-/ 2 , p =]
OO fz= v vz mv s .................... =6 // ERPAREE s s b - o wn o
. o , ; Y P /m
- / / / / mm
-.m / / / /M
-/ / / / // -
50 o // // // ; - i
- / / / / .
: = 7 =
: L] 3
Lo oot ® “
10 8 6 4 2 [0} 2 4 6 8 10

Seconds

Figure 5.4: The SNR of BNS triggers found in the LIGO S3 data from H1, versus the time
between the BNS trigger and the nearest Kleinewelle ASI glitch trigger. The high SNR BNS
triggers are coincident with the glitch found in the ASI channel. There is also a tail of lower
SNR triggers at larger values of the time difference.
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Cumulative histogram of S3 playground H1 BNS inspiral events
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Figure 5.5: A cumulative histogram of the number of BNS triggers in the S3 playground data
from the H1 detector versus the threshold on the BNS trigger SNR (upper histogram). Many
of the high SNR BNS triggers are coincident with ASI glitches, with values of x consistent
with noise glitches, and can be vetoed; unvetoed triggers are in the lower histogram.

5.5 Results

Every LIGO science run has designated a playground which has approximately 10
percent of the science run data allocated for tuning search parameters and identifying useful
vetoes. The ASI veto was very successful at vetoing high SNR BNS false alarms as indicated
by Figure 4. This log scale cumulative histogram demonstrates that about one-third of the
BNS triggers above SNR 20 were vetoed by our method during the playground time (these
were also false alarms because of lack of coincidence with any other GW detectors and failure
to pass the x? test (48)).

We used this ASI veto for the full dataset analysis of S3 BNS in LIGO’s H1 detector.
We identified approximately 1000 false alarm triggers in S3 science run data using the ASI
channel. A similar strategy was used for S4 searches (40).

LIGO’s auxiliary channel (ASI) dismissed a large number of false BNS triggers in the
S3 BNS search by exploiting the known coupling of simulated gravitational-waves to the
ASI channel. Instrumental vetoes are powerful tools but cannot negate the effects of all
glitches in the searches for compact binary coalescence. The next chapter will discuss veto
strategies based only on the gravitational wave signal whereby the data is explicitly checked
for consistancy with the templates used in the search. Such signal-based vetoes tend to have
excellent discriminative power.



6. Computationally Efficient y* Tests for
Gravitational-Wave Searches

6.1 Introduction

The last chapter described how to reduce false alarms in searches for compact binary
coalescence with data quality vetoes. This chapter will describe several signal based vetoes,
one of which was discussed in chapter 2.

Gravitational-wave searches that employ matched filtering would have a well defined false
trigger rate in Gaussian, stationary noise (82). As described in chapter 2 each filter produces
a signal-to-noise ratio (SNR) time series. When a filter crosses a predetermined threshold,
and a local maximum is found, a trigger is recorded (47). The higher a trigger’'s SNR
the less likely it is to be caused by Gaussian, stationary noise and a sufficiently high SNR
trigger will clearly stand above the background expected from Gaussian noise. Unfortunately
presence of transient signals that are not gravitational-waves, called glitches, can increase the
background significantly over what is expected from Gaussian noise (84; 48; 85; 16). In this
case the matched filter SNR alone is no longer a measure of significance. It is necessary to
find robust methods of distinguishing these false triggers caused by transients from triggers
caused by real signals (121). The previous chapter described a way to do this based on
auxiliary channels recorded by the LIGO instrument. This chapter will describe methods
based only on the data and the expectations of a real signal as determined by injections.
These methods, referred to as signal based vetoes, were described in chapter 2, such as the
x? and 7? tests. These signal based vetoes can be contrasted to the data quality vetoes
introduced in chapter 2 and 5, which are often related to correlations with environmental or
instrumental monitors.

The x? test is used to check how well data matches the expected signal (128) This test can
help in determining whether a trigger is from a real signal or a transient. Transients tend to
have y? values that are significantly higher than the expectation from noise in a quantifiable
way. There is more than one way to construct a x? test in large scale matched filter searches
such as those described in chapter 2. This chapter will explore three unique y? tests, one
that has been used in LIGO searches previously (56) and two new computationally efficient
tests introduced here for the first time. The tests differ in their efficacy and computational
cost.

In order to evaluate how effective the y? tests are at rejecting glitches and how safe
they are at retaining signals we rely on simulations of real signals. Simulations are done by
digitally injecting waveforms of the appropriate type and amplitude into the data as it is
read by the analysis software. Thousands of such “software injections” are done in order to
ascertain how a x? test responds to real signals. In addition to software injections we tested
Gaussian Noise and simulated detector data.

This chapter is organized as follows. First I will review matched filtering and establish
some notation. Next I will discuss three x? tests in a unified picture. And finally I will show
the results of all three tests on simulated data, and LIGO S4 data.

5
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6.2 Formalism

Gravitational-wave detector data s(t) is typically represented as a time series of finite
duration made of two components

s(t) = n(t) + h(t) (6.1)

where n(t) is Gaussian, stationary noise and h(t) is a gravitational-wave signal (48). In reality
the data is discretely sampled. For the purposes of this chapter it is useful to introduce a third
component of the data to represent a transient. This component could be a gravitational-
wave not from a compact binary coalescence or it could be an environmental or instrumental
disturbance (i.e. a glitch) like those described in chapter 6. It is assumed to be short duration
and will be denoted as z(t). Since the data is actually discretely sampled, this work will
incorporate all three components, n(t), h(t),z(t) as vectors n, h, x into a data vector s,

s=n+h+x (6.2)

where n is the Gaussian, stationary noise, h is the gravitational-wave signal, and x is a
transient signal and most likely not a gravitational-wave. Figure 6.1 shows how these three
components might hypothetically appear in the data. The only guaranteed non zero con-
tribution comes from n. Therefore any detection algorithm must have a well understood
output when its only input is n. Furthermore the algorithm should distinguish between x
and h.

)]

Noise ('n)

U'IOU'I
=
N
w
N
al
o
~
©
©

Signal ( h)
Glitch ( X)

o

&
ou
[N
N
w
N
o
[5
N
w
N

[
o

|
al
o

Data ( S)
o
w
I
o
o

o
=
N
~
©
©

Time (s)

Figure 6.1: Components that may contribute to a detector data stream (exaggerated for
illustration). Top: Most of the time the data stream is simply Gaussian noise n. Center
Left: A simulated binary inspiral signal h. Center Right: A simulated transient x. Bottom:
The combination of all contributions s.
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6.2.1 Noise

The properties of the Gaussian, stationary noise (n) are of particular interest (21). Most
signal processing is based on the expectation that Gaussian noise will be present. It is
necessary to understand the statistical properties of the noise and the detection algorithm
in the presence of noise.

It is desirable to have the data stream in a whitened form, one that when only noise
is present has equal power in all frequencies. Signal-whitening Fourier transforms the time
series data s and divides it by its amplitude spectral density (ASD), which is the square root

of the Power Spectral Density (PSD) /S, (47),

N

Sj — S = [Z ske_2mjk/N] / [\/m} (6.3)

k=0

(see chapters 1 and 2). If the PSD is measured over a time much greater than the duration
of signals and transients then it measures the spectrum of the noise only. Often many PSD
estimates are made and averaged together. The averaging process reduces the uncertainty
in each frequency interval. This leads to the representation of the noise n part of s with ex-
pectation values that satisfy the properties of an orthonormal basis. The frequency domain,
whitened noise can be decomposed as

n= Z(nk + ka) ny (64)

Each n; and m, has an amplitude given by the probability

P(ny) = jg_ﬂ exp| —n/2] (6.5)

The noise unit vectors have a zero mean and a unity variance.

(ne) = 0 (6.6)
(ngm) = Om (6.7)
(1) = o (6.8)
(n'n) = N (6.9)

The remainder of the chapter will work in the whitened basis unless otherwise noted.
Since the whitening transformation is actually applied to s, the signals h and transients x
are also transformed, which will be important for the discussion of the optimal linear filter
in the next section. For clarity let the whitened data now be written as

s = n+Ah+ Bx (6.10)
) = N (6.11)
(h'h) = 1 (6.12)
) = 1 (6.13)
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6.2.2 Signal

This section demonstrates that the matched filter is the optimal linear filter to find a
signal h in noise n (129). In the continuous time domain, a linear filter is a convolution
integral applied to the data s(t)

z&%:A%Lhﬁ@—Tﬁh (6.14)

that produces a filtered time series z(t). For the discrete case the filter will be a matrix
operator, L. A filter of the form of equation (6.14) is diagonalized by the Fourier transform.
Thus in the whitened noise basis it will be diagonal, denoted as L. It is also assumed to be

normalized such that Tr(ETE) = 1. The optimal linear filter will maximize the signal-to-
noise ratio (SNR) for the desired signal h

signal power
SNR? = =—— — 6.15
noise power ( )
SNR? = A LTh? A £Thf (6.16)
(ILtn)2) (LtnntLl) '

= A*|LTh) (6.17)

Using the Schwarz inequality we know (56),
ILTh)? < (L'L)(hTh) (6.18)

Equation (6.18) becomes an equahty only when L', x h: A “matching” filter. From here

forward the optimal form of L will be denoted as h.
The maximum SNR measurable from a signal of the form given by equation 6.6 is A.

When h is applied to s, which contains signal and noise, the result is the vector p,

p = h's (6.19)
= hin+Ah'h+Bhix (6.20)
~ SNR (6.21)

which is approximately the SNR when there are no transients (B = 0) and the signal
amplitude is sufficiently larger than the noise (> 1). p is a surrogate for the true SNR
but is used interchangeably and is the one described in chapter 2. This is why noise can
counter-intuitively produce a signal-to-noise ratio. Using p as a surrogate for SNR leads to
nonzero absolute value of SNR that could be biased by the presence of loud transients when
hix # 0.

The probability distribution of p given Gaussian noise n is typically used to estimate the
significance of a matched filter trigger but this only works in the absence of glitches.

P(pn) = A
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1 1 2 N 12
P(pln) = o=/ [20 1]
V2 N
T Zi:lhz2
1
P(pln) = ik (6.22)

This means that the probability of having p above some value SNR* is
P(p > SNR*|n) = erfc|p] (6.23)

which is independent of the filter. For example, the number of times to expect a SNR greater
than 6 for one matched filter in a year of data sampled at 4096 samples per second is

P(p > 6ln) = erfc[6] x 4096Hz x 3.15 x 107s/yr
= 2.8 x107%/yr (6.24)

LIGO searches use as many as 10* matched filters and use a complex matched filter output.
Thus the chance of finding a trigger from any one of these filters is actually much higher
as described in chapter 2. Finding an SNR = 6 trigger in a year of data consisting only
of Gaussian noise and real signals is rare and odds are the event is caused by a real signal.
However the effect of transients spoils this confidence.

Before closing this section it is important to mention that although p is only a surrogate
for SNR the two are generally used interchangeably. Furthermore the SNR is usually taken
to be the absolute value of the inverse Fourier transformed p. This leads to a positive definite
discrete time series like what is shown in figure 6.2 for a signal and a glitch. The inverse
transform, although made efficient by the use of the fast-Fourier-transform (FFT) is still
computationally burdensome for a large number of filters. In fact Fourier transforms tend
to be the computationally limiting aspect of matched filter searches (47) that don’t employ
additional signal processing techniques (such as x? tests). The computational cost of filtering

will serve as a benchmark for comparing the costs of x? tests later.

6.2.3 Transients

With the distribution of SNR from noise alone one would expect matched filtering to
be very powerful at discriminating real signals from noise. This is true in the case that
stray, undesired signals (transients) are not common in the data set. For gravitational-wave

detector data in general that is not the case because hix # 0. The p resulting from a
transient B x is .
p=(h'x)B (6.25)
Consider a class of transients that are Gaussian noise bursts with significantly higher
power than the noise, e.g. a variance of 0% = 1000, and happen once per day (too infrequent
to bias the estimate of S,). Then number of events above SNR 6 in a year of data is

P(p > 6|X) = erfc[6/v1000] x 1/day x 365days/yr
= 145/yr (6.26)

which is 8 orders of magnitude higher than the rate from Gaussian noise alone.

In reality transients are not simply Gaussian noise bursts — though they could be. Most
are difficult or impossible to characterize to the level of predicting their effects. Their rate
however can be studied and their effects are known in previous searches (84; 48; 16).
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Figure 6.2: Absolute value of SNR for a simulated signal and glitch in the presence of
Gaussian noise. The output of a matched filter in Gaussian noise alone has and expectation
that is Gaussian distributed in SNR, but both signals and glitches produce significant outliers.
It is necessary to find additional ways to discriminate these signals.

6.2.4 Gravitational-Wave Matched Filter Searches

gravitational-wave searches for binary inspirals were described in detail in chapter 2.
However for convenience I'll summarize a few points here.

gravitational-wave matched filter searches require far more filters than just a single h.
Searches may require more than 10 unique filters each representing a slightly different
waveform arising from the different masses in compact binary system (83). Interferometric
gravitational-wave detectors are not equally sensitive to all binary inspirals with similar
incident flux of gravitational radiation. This is because the instruments have frequency
dependent noise as in figure 1.4.

The sensitivity to a system depends on how long the system is expected to radiate in
LIGO’s most sensitive band (~ 40 —2000Hz) (40; 16) as shown in figure 1.4. Inspirals begin
their evolution well below 40Hz. But each type of coalescence is expected to merge at very
different frequencies. Some systems (e.g. 100+ M black holes) merge before ever reaching
the sensitive region, and some (sub solar mass black holes) merge after they have already
left. Merger frequencies can be estimated by the methods described in chapter 4. For this
reason there is a clear mass upper bound that an interferometric gravitational-wave detector
can detect. However merger frequency is not the only factor in determining signal duration;
signal duration also depends on mass ratio. Asymmetric mass systems radiate longer in the
span between 40 Hz and ISCO. A ~ 40M,, binary system will coalesce at ~ 100Hz for all
component mass configurations, but a {39, 1} M, pair lasts for over 2s, whereas an equal
mass {20, 20} pair lasts only 0.2s. Longer signals that span the same frequency range are
generally more detectable.

Throughout this chapter the parameter space of signal waveforms h; will be used as

filters, and denoted as ﬂi. These filters discretely cover a continuous parameter space and it
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is possible that true signals will lie in between the filters. By imposing the condition that
max[h;"h;] > 1 -0 (6.27)

the loss of SNR for such signals will be less than § %.

The computational cost of a matched filter search with a large number of templates is
dominated by the filtering stage itself. Some time is spent with data conditioning, power
spectrum estimation and recording results. But for a search that has a large number of
templates N' > 1000, the computational cost is dominated by the inverse Fourier transforms
needed to produce the SNR time series. For data containing N samples the computational
cost to filter " waveforms is O(N log,[N]), typically no better than 5N N log,[N]

6.3 \° Tests

As discussed in the previous section the background rate for matched filter searches can
be greatly impacted by the presence of transients. The remainder of this paper will describe
ways to reject false alarms caused by transients.

A common method to check the consistency of a signal in data is to invoke a least-squares
test on the data s(t).

V() = /0 “Is(t = 7) — Ah(r)]2dr (6.28)

Or for a discrete time series s;

m

X? = Z(iji — Ah;)? (6.29)

i

where m is the duration of the signal in samples. If the data only contains the signal h then
this quantity is zero. If the data contains only Gaussian noise, it will be x? distributed with
p degrees of freedom (this means that the expectation is p 4+ /2p.)

Consider now a generalized x? test of the form

x> = |P,s — AP,h[? (6.30)

where P is an operator that projects s onto a subspace of dimension p. This has the effect
of checking that the p subspace of the signal is consistent with the desired waveform. If p is
allowed to be the same dimension as the waveform m then the test reduces to the conventional
definition of the x? test. The remainder of this section will describe three different y? tests,
each with a unique projection. One of these tests is already used in LIGO data analysis
(56; 84; 48; 16) the others are new. I will describe the expectations and computational cost
of each.

6.3.1 Conventional y? Test — \%

The first test discussed is quite similar to the conventional notion of a least-squares test
applied to the time series data (6.29). For this reason it will be called the “conventional
x* test”, x4. However it will be applied in a more computationally efficient way than the
expression 6.29 suggests. The projection used is the identity matrix over the subspace p,
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~

P, = Tp, which is the dimension of h (i.e. the part of the waveform not padded with zeroes),
then

¥ = [Ls— ALh/?
= TpsTs —p? (6.31)

Equation (6.31) is the most efficient form of the conventional x? test as it will be shown later
that with careful choices it can be done with very little computational cost.
Equation (6.31) has an expectation value in Gaussian noise using (6.9),

<X%’>noise = p—- 1 (632)

For sufficiently large p, which is the case for most filters, this distribution tends toward
normality as indicated in figure 6.4.

The expectation value of this test will not be p—1, even when the desired signal is present.
This is because the use of a discrete template bank means that a real signal is likely to fall
in between the discretely chosen templates. Using (6.27) to parametrize the expectation for
the desired signal gives

<X%>Signal = [p/(l - 6) ]2 - p2 (633>
<X20>signal+noise ~ p + 2 5 ,02 (634)

where the last line holds for small §, (i.e. small mismatch when the signal is very similar to
the template waveform). A transient can be considered a signal with a very poor match to
the template. In the spirit of (6.27) one can parametrize a transient acting on the template
bank as having 0 < 1. For a transient the last line does not hold and typically produces
large x% values.

The cost of the conventional x? test as described in (6.31) is very low by implementing
the following procedure. Note that by inverse Fourier transforming the s part to the time
domain s — s’ and defining the series

P, =sxs+P_, (6.35)

t};e inner product Ts's can be computed over a space p at a time ¢ as a subtraction and the
Xe 18

Xe = (Pi—=Pyp) —pf (6.36)

The SNR is already calculated as a time series for each filter. The cost of computing the
X% value is then simply the cost of the inverse Fourier transform of s plus some additional
operations. Thisis 5 N log,[IN]+O[N]. Notice that is is the same order as one matched filter
computation. That means that for a bank of 625 templates this test contributes ~ 0.16% to
the overall computational cost. Others have suggested a similar form for the conventional
chisq test, though to my knowledge have not discussed the computationally efficient method
I have described or contrasted its performance directly with other methods (56; 130).
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6.3.2 Template Bank \? Test

The next x? test that we will discuss uses p of the filter waveforms in the template bank

{h;, hy, h;, ...} to construct the (N x p) operator P. The p columns are the filters each of
length N.

h?l h%i hgl

_ i, R, ... h

P,=| 7 o (6.37)
My hhy o Ry

Now assuming that h; is the template that we wish to check for consistency with signal this
gives

X! = |P,s— AP,h)? (6.38)
p

= ) _|hjs — (h;"hy) hs|’ (6.39)
j=1
p

= > lpj— (hiThy) p,? (6.40)
j=1

Since the SNRs for the entire bank are computed already as part of the search this test only
requires computing the matrix of inner products h; ' h;.

As it stands this test is not quite x? distributed for Gaussian noise since each element
does not have an expectation value equal to one. For one term

(X )noise = (/hin — (h;"hy) hin|?) (6.41)
< 1— |h;"hy? (6.42)

We can use a normalization so that each term has an expectation value equal to one

p t 2

2 lpj — (hi Thy) pi|
= 6.43
XB ; 1— ’hiThj|2 ( )

Assuming templates with a mismatch given by (6.27) the expectation for x% is

1 2
(Bl < 20" |25 -1] (6.41)
= pA &2 =pp*s? (6.45)

where the last line holds in the limit that ¢ is small.
The only additional computational cost required for this test is computing the symmetric

matrix of (h;'h;). Since this test can be done over a sub bank of filters instead of the entire
filter bank ([10-100] vs. 1000+) it is not computationally expensive. Assuming that the
number of filters N are broken into p sub banks then the number of operations is N' N (p +
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1) /2. Comparing this to the computational cost of filtering alone which is 5NN log,[N]
one finds that as long as (p + 1)/2 < 5log,[N] the filtering will dominate. Consider a
sub-bank where p = 31 filtering 256s of data sampled at 4096Hz. The computational cost
ratio between computing x% and filtering is (31 + 1)/2/(5log,[256 * 4096] = 0.16. In other
words computing the y% test contributes about 16% to the overall computational cost in
that example.

6.3.3 LIGO Traditional x? Test
The last x? test that I will discuss I'll refer to as the traditional x? test. It is the one
described in chapter 2 and has been used exclusively thus far with great success in inspiral
searches (56). Recall
X! = |P,s— AP,h)? (6.46)
The traditional y? test, like the bank veto x? test uses the matched filter waveforms to
construct a projection operator. However instead of using many different filter waveforms,

the traditional y? test instead uses a decomposition of one filter h into orthogonal projections
h, satistying,

tp = 15, 6.47
bz [)j pZJ ( )

h = Xp:bi (6.48)
- (6.49)

The projection operator I'; is defined by the components of the b,

i, bh, bl
bl, blo bl, ...

P,=| bls bls bls ... (6.50)
bl, bl. bl

Now evaluating (6.30) gives
P
X> = > IbTs—p/pf (6.51)
i=1

p
= > oo — /0l (6.52)
=1

The expectation values are given in (56) For a signal the expectation is the lesser of

() = 26p° (6.53)
Xp) = 28°pp? (6.54)
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The cost of the traditional chisq test is expensive. Each filter must be broken into p sub
filters and Fourier transformed. This makes the computational cost 5p N N log,[N] which
is a factor of p times higher than the filtering cost alone. For p = 16 this is a 1,600% increase
in computational time

6.3.4 Summary
In this section we have discussed three separate x? tests of the form
|P,s — AP,h|? (6.55)
Each test has a unique projection operator P that probes a different subspace of the detector

data. These tests vary dramatlcally in their computatlonal time.
Conventional x* test (x%): The conventional x? test is given by the following

X2 = Isfs — p? (6.56)

For searches with many templates the computational cost of this technique vanishes. Recall
that for ~ 1000 filters the cost 1S < 1% of the filtering.
Bank y? test (x%): The x% test is given by the following,

|/)J )/)z‘
Z 1_ ’h Thip (6.57)

For a small number of sub banks p the computational cost of this test is only a fraction of
the total cost of filtering the data, however it is roughly 2 orders of magnitude more costly
than x% under typlcal situations.

Traditional x? test (x%): The x% test is given by

p
> oo —p/pl? (6.58)
=1

It is the most computationally expensive taking a factor of p times longer to compute than
the filtering 1tself Under typical situations this is 100 times longer than x% and 10,000 times

longer than x2.

6.4 Results in Simulated Data

This section will present the results of applying the three tests x%, x% and x4 to simulated
data of the form of (6.6). A filter bank of sixteen templates was made from

h(t) oc (8 — ) *sin [ (8 — )7/8 — 1] (6.59)

!This high cost is not seen in current LIGO coincidence searches. By only applying the x2 test to
triggers already found in coincidence the cost is reduced to roughly 10% of the total data analysis pipeline
cost. However, it is the intention of this chapter to compare these tests at the single detector level.
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Table 6.1: Comparison of computational cost relative to filtering for the three y? tests.
N =625, N = 1048576 in these examples (256s of data sampled at 4096Hz with 625 filters.)

Action  Computations % of filter time
Filtering 5N N log,[N] 100%

XZ 5 N log,[N] +O(N)  0.16%

X5 NN(p+1)/2 16.0% (p=31)

X7 SN N (p/2) log,[N] ~ 1600% (p=32)

where a € [5.0250, 5.3250]. These waveforms mimic the quadrupole approximation to inspiral
waveforms. The glitches were made by

z(t) = el 7?0220 sin[2 £t + Ry (1)) (6.60)

Where R,, is a normally distributed random variable, 7, € [0.01,8], f € [100,300] and
be |1,11].

][30th ]glitches and simulated signals were injected into 32 second blocks of white noise
at amplitudes that resulted in a logarithmically uniform distribution of SNR from approxi-
mately {1, 200}. Injections of glitches and real signals were performed to sample the prob-
ability distribution of x? and SNR. The injected signals were mlsmatched from the filter
bank by an average of a few percent. That means that the expected x? value for signals
is a function of SNR as described in the previous section. It is possible to parametrize the
expectation for mismatched signals for all the y? tests as

X2

= — 6.61
p + € SNR? ( )

I found that for x% and x% e = 0.06 was appropriate making ¢ independent of SNR when

injecting simulated signals. For y% ¢ = 0.001 worked.
I evaluate the probability of obtaining a & value above some threshold £*. Let the number
density of triggers (simulated signals and glitches) as a function of SNR and & be

dN
dpdé

The number of triggers found above a given SNR threshold, p* and above a given &¢* threshold
is

= N(p,¢) (6.62)

Nelp> 0,6 > €)= [ N(p.€)lp - ]8lE" ~ €] dp g (6.63)
Furthermore the number of triggers above p* for all ¢ values is
Ne(p > p7) = [ N(p.&)lo ] dp dg (6.64)
The probability that a trigger is above a given £* threshold and above a given SNR threshold
is defined as
P(p>p",6> &) = Np(p", &) /| Nr(p®) (6.65)
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and is always between [0,1].

Figure 6.4 shows the distribution of ¢ for injections. The distributions are roughly SNR
independent by construction. The &7 and £g have similar degrees of freedom and thus similar
widths. The number of degrees of freedom was chosen to be consisten with previous LIGO
searches (16). However - has far more degrees of freedom. The resulting distribution is
nearly Gaussian. Choosing a threshold in £ should result in a small number of injections
being rejected (0-5%). As discussed in chapter 2 the detection efficiency is directly effected
by such cuts. Once a threshold is chosen at the desired efficiency it can be compared to
figure 6.5. It is then possible to evaluate the probability that an false trigger (glitch) has a
¢ value above the threshold. In every case high SNR triggers are completely rejected. &p
gives the best separation at large SNR however. Recall that the computational cost of &7 is
orders of magnitude larger than the other tests. The next section will investigate these tests
on real LIGO data and evaluate the efficacy of a combined approach using g and & versus
the more expensive &7.

6.5 Results in Real Data

This section looks at applying these tests to the data set and pipeline described in chapter
2. The codes were added to the LSC Algorithm Library (LAL) (131) and applied to a portion
of single detector, L1, data. The pipeline was carried only through the first matched filtering
stage (however the y? test was enabled.) This is not meant to be a different search on this
data. As stated before no plausible gravitational-wave candidates were found.

The template bank used spanned a component mass range of {1.2-1.6} M, and required ~
450 templates to cover the region while allowing no more than 3% loss in SNR. Approximately
3000 injections were successfully recovered by the pipeline and 60,000 false triggers above a
SNR of 6 were found. The injections were made uniformly across the sky and logarithmically
in distance. Also included in this data set were 18 hardware injections (see chapter 2) of 1.4
My, binaries up to a SNR of about 50. The goal of this test is to evaluate the performance
of the x% and x?% tests compared to the more expensive x2 test. We found that in order
to remove the SNR dependence of the B, C, T tests we required € = 0.15, 1, 0.1 respectively.
The scatter plots of triggers in the SNR and x?,£ plane are shown in figures 6.6, 6.7 and 6.8.

In order to compare the use of & and &g together with the use of &7 we first chose
triggers that had &g, & < 2.3, 1.3 respectively. Then we choose triggers that had & < 1.3.
Neither set rejected any hardware injections. Both sets kept 97% of software injections. The
result for the false triggers is shown in figure 6.9. Both situations result in similar rejection
of high SNR transients making the computationally cheaper x% and x% tests a viable signal
based veto choice.

6.6 Conclusion

I have presented two new x? tests for LIGO data analysis and compared the effectiveness
and computational cost to the traditional test currently used (56). The traditional test uses
approximately 10? times the computing time than the conventional x% test. The second test,
which uses the correlations between filters in the bank, lies in the middle computationally,
requiring 10? times the computation of the conventional y? test but still negligible compared
to the matched filtering costs. The tests show that combining the % and x% tests gives
comparable performance to the % test in real data.
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Figure 6.7: Left: SNR x% scatter plot of L1 triggers. Right:
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Figure 6.8: Left: SNR Y2 scatter plot of L1 triggers. Right: SNR &7 scatter plot of L1

triggers.
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represent the distributions of triggers before vetoes. The blue histograms result from ap-
plying vetoes with a 3% loss in simulated signals. All hardware injections were recovered
(green) and would be more detectable amidst the background of false triggers after vetoes
are applied.



7. Conclusions

The detection of gravitational waves requires an extremely sensitive instrument capable of
detecting strains of ~ 1072!. The LIGO interferometers have reached that sensitivity across
a broad frequency range. The range is suitable for detecting gravitational radiation from
the late inspiral of compact binary systems up to about 100 solar masses. The waveforms
for such systems are well known making matched filtering a powerful search technique.

This thesis has described an example of a search for sub solar mass compact objects in
LIGO data. Key concepts regarding templates, filtering and rate upper limits were intro-
duced early on in chapter 2. A more detailed look into how the rate upper limits depend
on the nearby galaxy population was described in chapter 3. Chapter 4 touched on how
numerical relativity is giving us information about the very late inspiral stages, the so called
“merger” phases, and a way to use the information in LIGO data analysis. Chapter 5 dis-
cussed one example of a way to veto false triggers by examining auxiliary channels recorded
by LIGO. Chapter 6 described in depth two new signal based vetoes that are computation-
ally inexpensive and very powerful at rejecting false triggers. These tests may lead to an
increased confidence in detection and improve overall search sensitivity.

Continued work on all the before mentioned concepts is bringing us closer to one day
(regularly) observing gravitational radiation from compact binary systems. As our knowledge
of signals and search techniques improves we will make more sensitive searches. This thesis
discusses work analyzing data from the initial LIGO design. Already we have begun work
commissioning enhanced and advanced detectors. Within a decade advanced LIGO will
increase LIGO’s range by more than a factor of 10. This allows us to probe 1000 times
LIGO’s currently probed portion of our Universe making the coming decade an exciting
time for astrophysics, astronomy and gravitation. We expect to observe compact binary
coalescence at 1000 times the rate we currently can. We will be able to verify the results
of numerical relativity through the direct observation of gravitational-waves from binary
black holes, and we may be able to answer questions about the origins of gamma ray bursts
through combined LIGO / electromagnetic observations. There is no doubt that the resulting
discoveries will be a new view of some of nature’s most violent interactions. With a bit of
serendipity they will be something totally unexpected.
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Appendix A: Derivation of Distance Errors
from Chapter 3

To compute the average input distance error (op,) we do the following:
e Assume D; is the true distance to a galaxy 1.
e We have two different measures of distance in Tully’s catalog: Dy, and Dg ;

e We assume that both Dy ; and Dg; measure the distance D; with some uncertainty
parametrized Sys; and Sg;, which are random variables.

D; = D+ Suy (7.1)
D; = Dg;+ Sq. (7.2)
Dyi+Sui = Do+ S (7.3)
Smi = Dgqi— Dwmi+ Spg, (7.4)
An important point to note is (indicated in figure 1 of the galaxy paper)
N
[(Dg,i — D)l
’ ’ ~ 0 7.5
i o
It follows that
(Sai) = (Sga) =0 (7.6)

But we expect both Sj;; and Sg; to have different widths. We are actually interested in
computing the standard deviation of Sy,

N 2
[Dq,i — Dari + Sq.i]
o5’ = N (7.7)
Expanding gives
N
[D z_DMz S ,z+2SQﬂ(DQJ_DMﬂ)}
05, = Z @, Z Q v (7.8)

i

Now using (7.5) and (7.6) gives

250, (Dg.i — D)
og? = Do I]+JSQ+Z N (7.9)
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Now using (3 or 4)

N
250, (Sm,i — Sq,i
o5 = oty v 3 P (710

And using the fact that (Sg ;) =0

N
T an
Since Syr; and Sg; are uncorrelated
X250, S
Xi: % =0 (7.12)
Thus leaving
o5, = U%[QJ] - aéQ (7.13)

Opy,_p 18 the width of the histogram computed in figure 1 of the galaxy paper (0.24) and
0p,, i the average quality distance error (0.10). So op, ~ 0.22
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